
systems (e.g. Hyper and Bitnation), copyright 
(e.g. Blockphase and LBRY) voting (e.g. 
Social Krona, FollowMyVote), and origin 
(such as chronicled and EverLedger).

Private blockchains have been built and only 
provide participants with the required permis-
sions to read and write. In contrast, anonymous 
Blockchains, for instance, Bitcoin enables 
unrestricted network access to any block node 
without requiring permission. In all Block 
network nodes, all transactions can be detect-
ed. In this article, we concentrate on public 
Blockchains, where information is open to the 
public. While most Blockchain solutions 
adhere to a chain structure, it is worth noting 
that alternative data structures can also be 
employed. Analyzing this knowledge can yield 
fresh insights into emerging patterns, giving 
rise to numerous questions such as: 

1) How will the data stored on Blockchains 
be interpreted and modeled? 

2) What insights can be gleaned from shared 
Blockchain’s transactions?

3) What are the cutting-edge computational, 
analytical tools, and techniques currently 
used for analyzing Blockchain data?

By providing a brief introduction to Block-
chain analytics, we answer the above raised 
questions. First, we give a short history of 
shared blockchains. Following the examina-
tion of typical "data structure models" in 
Blockchain, this paper provides insights into 
essential analytical methods and tools utilized 
in the field. Finally, new research has been 
addressed using Blockchain cryptocurrency 

modelling, e-criminal identification, trade of 
human beings and illegal economic activity 
analytics.

2.  Literature Review  

Some of the developments we took for granted 
in their day were also revolutions. Remember 
about how much the way we live and operate 
on smartphones has changed. When people 
were out of the workplace, they went 
elsewhere, and they were connected to a 
location by telephone, not to an individual. 
Today, global nomads are beginning to create 
new companies directly on their phones. 
Smartphones were there just a decade ago. We 
are in the middle of yet another silent revolu-
tion: blockchain, a digital ledger with an 
ever-growing collection of documents or 
records called "blocks. Bitcoin, as the pioneer-
ing global blockchain innovation, initiated the 
digital currency experiment. Presently, the 
market capitalization of Bitcoin fluctuates 
between $10 and $20 billion, and it serves as a 
medium of exchange for millions of individu-
als, even within the vast and growing cash 
market.

The second invention was known as the block-
chain, and was mostly the discovery that 
Bitcoin's code could be isolated from the 
money and used for all sorts of interorganisa-
tion. Current blockchain research is under way 
in almost every big financial institution in the 
world and 15 per cent of banks could use 
blockchain in 2017.

The third invention is known as the 'intelligent 

address nodes with edges. However, the 
presence of the Mapping Rule, which links a 
transaction's inputs to all its output 
addresses[12], can result in the formation of 
large cliques when transactions involve a high 
number of addresses. It is important to note 
that employing single node approaches alone 
may not adequately capture the intricacies of 
blockchain data, including the relationships 
between transactions and addresses. Therefore, 
further advancements and methodologies are 
required to comprehensively understand and 
analyze the complexities of blockchain data.
The loss of knowledge regarding addresses or 
transactions can have a significant impact on 
predictive models. When crucial information 
about addresses or transactions is missing or 
not considered, it can lead to incomplete or 
inaccurate predictions. The predictive models 
heavily rely on historical data and patterns to 
make informed projections or forecasts. If 
there is a loss of knowledge, such as incom-
plete transaction records or missing address 
data, it can undermine the model's ability to 
accurately capture trends, patterns, and 
relationships within the blockchain data. As a 
result, the predictive models may produce less 
reliable or misleading outcomes, potentially 
hindering decision-making processes reliant 
on the model's predictions[13]. 

As Bitcoin gained popularity, numerous 
studies emerged with the objective of predict-
ing its price by examining various network 
characteristics. For instance, researchers 
explored network features such as mean 

account balance, the number of new edges, and 
clustering coefficients in the blockchain 
network [13]. In contrast, [14]have used 
network flows and network temporal activity 
as alternative price predictors, respectively. 
K-chainlets provide a lossless network encod-
ing technique for the blockchain, using 
subgraphs composed of nodes that can repre-
sent addresses or chainlets. This model lever-
ages the local higher-order structures present 
in the blockchain graph, treating subgraphs as 
the building blocks for analysis instead of 
individual edges or nodes. These subgraphs, 
known as chainlets, are formed based on a 
single judgment, allowing them to be treated as 
a single data unit. Unlike social networks, 
where nodes' proximity is influenced by their 
neighbors' behavior, the inclusion of input and 
output nodes within a chainlet is fixed and 
cannot be modified due to the irreversible 
nature of blockchain transactions. Chainlets 
offer a powerful means of capturing complex 
relationships and patterns within the block-
chain, enabling more comprehensive analysis 
and understanding of transaction flows. By 
considering subgraphs as cohesive units, the 
granularity of analysis increases, providing a 
higher level of abstraction for studying the 
blockchain's structure and dynamics. [15].

Blockchain Data Analytics’ Applications
Since the seminal Bitcoin paper, cryptocurren-
cies have been the most widely used Block-
chain technology [4] in 2008. While there has 
recently been interest in analysing Blockchain 
platform data, Blockchain Data Analytics has 

actually the most valuable account-based 
blockchain established in 2015. Including 
Bitcoin, Ethereum has its own currency: 
Ether. The Ethereum project's main goal is 
to store data and software code on a 
Blockchain. The code (a smart contract) is 
written in the Ethereum Virtual Machine's 
proprietary Solidity coding language, 
which is compiled and executed as 
bytecode. In both code and agreements, 
smart contracts are self-executing 
contracts. MYSQL snippets in a database 
are an example. Intelligent contracts, on 
the other hand, ensure the non-stop, deter-
ministic execution of code that can be 
publicly regulated.

Externally controlled addresses (governed 
by users) and contract addresses are used 
in account-based blockchains (governed 
by smart contract code). In a blockchain 
system, the process of uploading smart 
contract code involves the initiation of a 
transaction by an externally owned 
address or a contract address. The transac-
tion is broadcasted to the network and 
propagated to all participating nodes, 
where it is validated and included in a 
block during the consensus process. Once 
confirmed, the smart contract code 
becomes part of the blockchain's 
immutable ledger and is distributed to all 
nodes, ensuring decentralization, redun-
dancy, and transparency. This shared 
infrastructure enables trustless and trans-
parent interactions with the contract, as 

users can examine the code's functionality 
and expect consistent outcomes. To put it 
another way, uploading the contract forces 
the code to be stored locally on other 
nodes. Each Ethereum transaction 
comprises of an input data field, similar to 
the log field in UTXO blockchains, which 
is used to transfer messages to the smart 
contracts.

When executing smart contract code in the 
blockchain, the code is invoked by calling 
stored functions with specified parame-
ters. This process takes place across all 
nodes worldwide, establishing Ethereum 
as the "World Computer." The contract 
formation cost is borne by the contract 
holder, while other users or contracts 
interact with the contract by creating 
transactions directed to its address. The 
operations performed by the contract, such 
as multiplication (e.g., 5) and addition 
(e.g., 3), accumulate a computational cost 
known as "gas," which is measured in 
ethers and charged to the address initiating 
the transaction. Ether serves as the digital 
currency, acting as the fuel for the Ethere-
um World Computer. The advent of smart 
contracts has given rise to smart 
contract-based tokens, representing units 
of data that can be traded. These tokens 
enable users to access real-world services 
provided by businesses. For instance, the 
Storj token allows storage of files on 
personal hard drives and compensates 
users with Ethereum-based fees. Tokens 

7.  Supply Chain Management 

The inherent immutability of the blockchain 
ledger renders it highly suitable for various 
activities within supply chain management, 
including real-time product monitoring as 
goods move and change hands. Blockchain 
technology introduces numerous possibilities 
for businesses involved in shipping and logis-
tics. By utilizing blockchain entries, events in 
the supply chain, such as the distribution of 
products across different containers until they 
reach their destination port, can be efficiently 
tracked and recorded. This empowers 
businesses with a modern and dynamic 
approach to organizing and leveraging tracking 
data, thereby enhancing overall supply chain 
management practices.

7.1. Real Estate 
In the real estate industry, where homeowners 
typically sell their houses every five to seven 
years and individuals tend to move approxi-
mately 12 times in their lifetime, blockchain 
technology holds significant potential. With 
such high activity levels, blockchain can play a 
vital role in expediting domestic property sales 
by enabling swift monitoring of financial 
details. Additionally, it serves as a robust 
safeguard against encryption theft, ensuring 
the security of sensitive information. More-
over, blockchain brings transparency to the 
sales and procurement process, fostering trust 
and confidence among buyers, sellers, and 
other stakeholders in the real estate market.

8.  Healthcare 

Blockchain technology has great potential in 
the healthcare sector, particularly for storing 
and managing certain types of health informa-
tion. General details such as age and sex, as 
well as basic medical data like immunization 
records or vital signs, can be effectively stored 
on a blockchain. These pieces of information, 
when isolated, do not reveal a patient's identity, 
thereby addressing privacy concerns. By utiliz-
ing a shared blockchain, accessible to a large 
number of authorized individuals, healthcare 
stakeholders can securely access and update 
relevant health information.

As connected medical devices gain popularity 
and become more integrated with patient 
records, blockchain can play a crucial role. It 
enables the seamless integration of specialized 
connected medical devices with individual 
health records. Data generated by these devices 
can be stored and added to personal medical 
records through the blockchain. Currently, the 
fragmentation of data from connected medical 
devices poses a significant challenge, but 
blockchain technology can serve as the bridge 
connecting these data silos. By leveraging 
blockchain, healthcare providers can enhance 
data interoperability and create a comprehen-
sive view of a patient's health information, 
ultimately improving the quality and efficiency 
of healthcare delivery..

8.1. Insurance
Intelligent contracts represent a groundbreak-

recent studies have shown that the global 
graphical features are useful for predicting 
price[13]. For example, [20] looked at the 
effects of average balance, clustering coeffi-
cient, and the number of new edges on Bitcoin 
price prediction, and  Blockchain chainlets as a 
predictor. In [21] recently proposed two 
network flow tests to calculate the Bitcoin 
transaction network's dynamics and evaluate 
the relationship between flow sophistication 
and Bitcoin market variables.

10.  Conclusions 

This article has shed light on the research 
topics that encompass the prevalent challenges 
faced in data management and analytics within 
real-world blockchain applications. By explor-
ing these issues, we aim to lay the groundwork 
for future research endeavors focused on 
identifying viable solutions to these open 
problems. It is our hope that this study serves 
as a stepping stone towards addressing and 
resolving the key obstacles in the field, leading 
to advancements and innovations in block-
chain technology.
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primarily focused on Bitcoin and a few other 
cryptocurrencies.. In general, studies look at 
the potential and weaknesses of coins in terms 
of providing a stable and open economic struc-
ture for all participants. Applications of the 
blockchain data analytics are described below:

4.  Criminal Usage Detection

The utilization of Bitcoin in illicit activities, 
such as on SilkRoad.com, has been prevalent 
since its inception. While cryptocurrencies 
offer pseudonymity, as users are not required 
to disclose their identities to participate in the 
network, all transactions are visible on the 
public Blockchain. In order to maintain 
anonymity, criminals employ various tactics to 
separate their real-life and online identities. 
One such method is accessing the Blockchain 
network through privacy-enhancing distribut-
ed platforms like Tor. Additionally, criminals 
aim to make their activities on the Blockchain 
indistinguishable from those of regular users, 
attempting to create transactions that appear 
natural in terms of frequency, timing, and 
quantity. Cryptocurrencies are also utilized in 
illegal practices such as personal extortion, 
human trafficking, and ransomware payments. 
To combat these activities, law enforcement 
authorities may employ Blockchain Data 
Analytics software and algorithms to identify 
and analyze illegal behaviors [16-19]

5.  Trade Finance 

Companies have increasingly found traditional 

methods of commercial financing to be 
frustrating, as lengthy cycles often disrupt 
operations and create challenges in managing 
liquidity effectively. When it comes to 
cross-border trade, multiple variables need to 
be considered, including the country of origin 
and product details. Such transactions also 
generate a significant amount of paperwork. 
However, blockchain technology has the 
potential to revolutionize trade finance by 
simplifying transactions and enhancing 
cross-border management. It empowers 
companies to operate more efficiently across 
regions and overcome geographical boundar-
ies, thus improving overall trade finance 
operations.

6.   Money Laundering Protection 

Blockchain technology, at its essence, offers 
immense value in the fight against money 
laundering. Its underlying technology provides 
strong support for the implementation of 
crucial mechanisms like 'Know Your Customer 
(KYC).' KYC enables businesses to uncover 
and verify the identities of their customers, 
serving as a vital tool in preventing money 
laundering activities. By leveraging the 
capabilities of blockchain encryption, organi-
zations can enhance their safeguards against 
illicit financial transactions and bolster their 
overall money laundering protection measures.

organized in table format in data base so that 
relevant information can be searched and 
filtered more easily. How does anyone use a 
Table to store information rather than a 
database? Spreadsheets intended for storage 
and retrieval information in limited quantities 
for an individual or a specific number of 
persons. In the other hand, a database contains 
much greater quantities of information that can 
be downloaded, filtered and exploited by a 
multitude of people efficiently and effectively. 
This is achieved by housing data on servers 
consisting of powerful machines in large 
databases. This servers can be installed with 
hundreds or thousands of processors, to allow 
multiple users to concurrently access the 
database through computing power and 
storage. Whilst any number of persons may 
have access to a spreadsheet or database, it is 
always maintained and run by a designated 
person, who is fully responsible for how it 
functions and the data in it.

2.2.  Blockchain Storage Structure 
The data structure is a vital difference between 
a conventional and a blockchain databases. A 
blockchain collects information in groups 
containing information known as blocks. 
Blocks have these capabilities and the "block-
chain" data chain is linked to the previously 
filled block until they are loaded. The new 
information after the recently inserted block is 
compiled and attached to the chain until it is 
done. A database organises its data into tables, 
whereas a blockchain organises its data into 
chunks, as its name implies, are chained 
together. It makes a blockchain database, but 
it's not all blockchain databases. This method 

also creates an inherently immutable decen-
tralised data timeframe. When a block is filled, 
it becomes part of this schedule and is placed 
in stone. When attached to the chain, an exact 
time stamp is given to any block in the chain.

2.3.  Blockchain Transaction 
Process
Blockchain is related list of the irreversible 
tamper-resistant blocks that has been stored at 
every node. A collection of transactions and 
related meta-data is recorded for each block. 
On the same ledger data deposited on each 
node, the transactions act Blockchain. First 
viewed as a peer-to-peer sharing mechanism 
by Satoshi Nakamoto[4]. Nakamoto referred to 
the transaction tokens traded as Bitcoins 
between customers in his scheme.

An immutable tamperproof block is the main 
element in every blockchain framework. A 
block in blockchain is encrypted data related to 
number of transactions in its simplest form. 
The fact that the block exists is a guarantor of 
the execution and verification of transactions. 
A current Blockchain is attached to a newly 
formed block. This Blockchain is mostly a 
related list that links one block to the other. The 
genesis block is the original block of such list. 
“Genesis Block” is a particular block which is 
numbered or labelled as zero. It is hard coded 
while programming the blockchain. Every 
other block has connections to an existing 
block. Thus, by adding new blocks to the 
current chains, a blockchain can expand[5].

Any OLTP transaction which operates on 
certain data shall be equivalent to a transaction 

parties in UTXO blockchains. In each transac-
tion, certain inputs are consumed and new 
outputs are produced (i.e. coins are directed 
to). There are three rules that emphasizes the 
shape of the data on the UTXO blockchain. 
This is because of Satoshi Nakamoto's design 
choices in Bitcoin[4].

2.5.1.  Balance Rule
In the same transaction, all coins obtained 
from a single transaction shall be used. 
The transaction fee is any amount not sent 
to an output address and is collected by the 
miner who creates the block.The coin user 
will keep up the change by generating a 
new address (i.e. changing address) and 
submitting to this new address the balance 
remaining. Another alternative is to 
redirect the balance by the address of the 
user as one of the output addresses. This 
reprocess of donor address is discouraged. 
As a consequence, most of the nodes 
appear only twice, once when coins are 
received and again when they are spent. If 
a change address is generated, resulting in 
becoming new address of owner of the 
coin. Because of these principles, block-
chains based on unspent transaction 
results should be considered as branching 
trees instead of networks. Non-transac-
tional data are also stored in blockchains 
in UTXO. Nakamoto[4] Left the text 
message "The Times 3 January 2009 
Chancellor on the verge of a second 
bailout for banks" was included in the first 
Bitcoin block. Metadata is disputed in 

Bitcoin transactions, and since 2014, 
every Bitcoin transaction has included an 
80-byte (OP RETURN) field designed to 
store log information.

The blockchain was created in 2011 to 
store key-value pairs for a distributed 
namespace,enhancing the functionality of 
metadata. Namecoin data blocks are used 
to store ICANN-controlled registrations 
and updates for.bit domain names.[7].

2.5.2.  Source Rule 
Multiple transactions' input coins can be 
combined and consumed in single transac-
tion, or they can be spent individually.

1.4.3.  Mapping Rule
Payment of each coin must demonstrate 
proof of the funds through referring to a 
previous collection of outputs. While this 
helps us to track the past of payments, it is 
not always possible to pinpoint the origins 
of a particular coin. This is due to the fact 
that each transaction has its own set of 
inputs and outputs. 

1.4.4.  Blockchian Data-Based 
on Account 
In the account-based blockchains, some of 
the coins are spent while retaining the rest. 
Ant transaction in blockchain has unerr-
ingly 1 input and 1 address While it is 
simple to create an address, most people 
use the same address for receiving and 
sending coins many times. Ethereum[8], is 

1.  Introduction

 The past decade has witnessed 
significant advancements in Blockchain 
technology, shaping its development and 
impact. The shared ledger Blockchain has been 
distributed which records transactions flanked 
by two parties without a stable central authori-
ty. Two individuals may perform an irrevers-
ible transaction on the Blockchain that is 

permanently registered on the public ledger 
[1]. The first use of the Blockchain was 
Bitcoin's cryptocurrency. The success of 
Bitcoin has given way to an age called Block-
chain 1.0. Above 1000 chain-based cryptocur-
rencies known as “’alt-coins” are currently in 
place. These developments have created public 
interest in technology for the Blockchain[2]. 
Several new applications have emerged based 
on the Blockchain which includes identity 
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1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 
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contract,' embodied in a blockchain system of 
the second generation called 'Ethera,' which 
explicitly includes small computational 
programs in blockchain that allow for the 
presentation of financial instruments such as 
loans and bonds instead of only cash tokens of 
bitcoin. The intelligent contract network 
currently has a market value of about $1 
billion, with over hundred proposals on the 
market.

The fourth big breakthrough is the "proof of 
stake," which is now the bleeding edge of 
blockchain thinking. Current blockchains of 
the age are guaranteed with "job evidence," of 
which the party with the highest overall 
computational capacity decides. These groups 
are known as miners and run huge data centers 
in return for cryptocurrency payments to 
provide this protection. This data centers are 
replaced by modern structures, with a compa-
rable or even higher level of safety, with 
sophisticated financial instruments. 
Proof-of-stake applications will live later this 
year.

Blockchain scaling is the fifth key break-
through on the horizon. Right now, every 
device processing each transaction on the 
network in the blockchain world. It's sluggish. 
A scaled blockchain accelerates this mecha-
nism by determining the number of computers 
needed to verify each transaction and division 
of work effectively without losing protection. 
It is a tough but not unpleasant challenge to 
handle this without losing the iconic safety and 
strength of blockchain. It is anticipated that a 
scaled blockchain would be fast enough to 

speed up the Internet of Things and lead the 
world's big payment mixers (VISA and 
SWIFT) [3].

It is only ten years after an elite group of infor-
matics, encrypters and mathematicians worked 
for this landscape of creativity. When this 
breakthrough's full potential affects civiliza-
tion, things will surely be a little strange. 
Blockchain technology enables payments for 
utilities like charging stations and landing pads 
to be more efficient and reliable. Transactions 
in international currencies, which can currently 
take anywhere from days to mere minutes, 
could be streamlined and made more depend-
able with this emerging system. All these 
changes and the other reforms are a major 
reduction in transaction costs. If the costs of 
transactions fall below invisible limits, aggre-
gations and dislocations of current business 
models can be abrupt, drastic, and difficult to 
foresee. For instance, auctions were formerly 
small and local instead of universal and nation-
al, as they are now available on platforms such 
as eBay. The scheme suddenly changed as the 
costs of contacting people fell. As many of 
them as e-commerce has since been invented 
in the late 1990s, Blockchain is fairly supposed 
to trigger.

2.1.  Blockchain 
Blockchain looks complex and may certainly 
be complicated, but it has a very basic central 
definition. A ledger sort is a blockchain. It 
helps to get a first understanding of block-
chain, what a ledger is really. A database is a 
knowledge set that is maintained on a file 
server electronically. Data, or data, is usually 

in a blockchain environment. Traditional 
blockchain implementations (like Bitcoin) 
provide transactions representing money 
sharing between two individuals (or users). 
Any valid transaction is registered for efficien-
cy in a block that may consist of several trans-
actions. Immutability is accomplished by the 
use of solid cryptographic characteristics 
including hazing. A blockchain is in fact a 
connected sequence, as each block stores in its 
chain the hatch of the previous block. The hash 
of its contents within the block is also digitally 

signed by each block. These hazards have 
cryptographical integrity, since any opponent 
who wishes to amend a block often has to 
change all previous blocks in a series, making 
the attack cryptographically impossible. One 
main design approach is to build a Merkle tree 
to store and verify hazelnuts efficiently. Thus 
the Merkle tree root is stored by each block, as 
the root makes the immutability simple to 
check. Figure 1 shows basic blockchain trans-
action processing is shown in block diagram.

Blockchain transactions are similar to conven-
tional equivalents in the database. The clients 
transmit those transactions to the blockchain 
system servers[6]. This transfers are based on 
the data saved on all the servers involved. The 
blockchain transaction in its vanilla form can 
be used on the replicated distributed database 
as a series of read or write operations carried 
out on any of the node in blockchain. Any 
blockchain implementation uses a consensus 
protocol to specify the ordering for all incom-
ing transactions. 

2.4.  Data Models of Blockchain 
Public blockchains can be categorized primari-
ly into two types: those utilizing the "Unspent 
Transaction Output" model, also known as 

UTXO, and those that operate based on 
accounts (such as Bitcoin, Litecoin, Ethereum 
etc.). A block of the data contain limited 
number of the transactions in all types of 
blockchains, but transactions vary. Below, 
these two types of blockchain transaction data 
are briefly discussed.

2.5.  Blockchain Data Based on 
Upsent Transaction Output
The unused blockchains (UTXO) are first and 
the most important blockchains in terms of 
market capitalization: Bitcoin itself ranges 
from 45 - 60% of the entire market capitalisa-
tion of cryptocurrency. Each block of data 
includes a (financial) transaction, which covers 
the transference of coins between several 

can be bought, sold, and function as stores 
of value within the global economy, with 
their exchange rates against fiat currencies 
viewable on platforms like coinmarket-
cap.com.

There are two types of transactions in 
account-based blockchains. The first form 
of transaction involves sending a crypto-
currency, such as Ether on Ethereum, from 
one address to another. A guided edge 
between the two addresses can be used to 
model this. Internal transactions, on the 
other hand, are made when smart contracts 
alter states associated with addresses.

1.5.  Blockchain Data Analytics 
Tools and Methods

2.6.1. Tools
In blockchain systems, data blocks are 
typically stored in files on disk. For exam-
ple, Ethereum utilizes levelDB files, while 
Bitcoin uses .dat files. However, the 
nature of storing data in this manner can 
result in time-consuming data querying 
processes. Although several blockchain 
query languages and analytics frameworks 
have emerged in recent years, their adop-
tion remains relatively limited. [9]. 
In-house data querying and analysis tools 
have been developed by companies 
including Santiment.com and Chainaly-
sis.com, but they are not yet available to 
the general public. Online explorers such 
as blockchain.com and etherscan.io 

provide limited access to analytics tools 
for the public. The BlockSci project [10] is 
a commonly used method in Bitcoin data 
analytics. Biva.1, a Bitcoin Network 
Visual Analytics application, is a related 
tool. In addition to transaction data related 
to financial interactions between address-
es, the advent of Ethereum 2.0 and its 
inclusion of software code within block-
chains has significantly contributed to the 
emergence of smart contract analysis as a 
vital path for data analytics. However, 
most of the existing research in this 
domain primarily focuses on static code 
analysis, which involves tasks like 
contract classification. Unfortunately, 
there is limited examination of the 
decisions made by the smart contracts 
under investigation. [11].

3.  Methods 

Early research works in the field of blockchain 
analysis have focused on analyzing UTXO 
data by constructing graphs using a single type 
of node, following established network analy-
sis methodologies. Two prominent methods 
used in this context are the transaction graph 
and address graph approaches. The transaction 
graph method primarily considers transactions 
while ignoring addresses, forming edges 
between transaction nodes. It assumes that 
transactions are acyclic and prohibits the 
addition of new edges to a transaction node in 
the future. Conversely, the address graph 
method disregards transactions and connects 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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systems (e.g. Hyper and Bitnation), copyright 
(e.g. Blockphase and LBRY) voting (e.g. 
Social Krona, FollowMyVote), and origin 
(such as chronicled and EverLedger).

Private blockchains have been built and only 
provide participants with the required permis-
sions to read and write. In contrast, anonymous 
Blockchains, for instance, Bitcoin enables 
unrestricted network access to any block node 
without requiring permission. In all Block 
network nodes, all transactions can be detect-
ed. In this article, we concentrate on public 
Blockchains, where information is open to the 
public. While most Blockchain solutions 
adhere to a chain structure, it is worth noting 
that alternative data structures can also be 
employed. Analyzing this knowledge can yield 
fresh insights into emerging patterns, giving 
rise to numerous questions such as: 

1) How will the data stored on Blockchains 
be interpreted and modeled? 

2) What insights can be gleaned from shared 
Blockchain’s transactions?

3) What are the cutting-edge computational, 
analytical tools, and techniques currently 
used for analyzing Blockchain data?

By providing a brief introduction to Block-
chain analytics, we answer the above raised 
questions. First, we give a short history of 
shared blockchains. Following the examina-
tion of typical "data structure models" in 
Blockchain, this paper provides insights into 
essential analytical methods and tools utilized 
in the field. Finally, new research has been 
addressed using Blockchain cryptocurrency 

modelling, e-criminal identification, trade of 
human beings and illegal economic activity 
analytics.

2.  Literature Review  

Some of the developments we took for granted 
in their day were also revolutions. Remember 
about how much the way we live and operate 
on smartphones has changed. When people 
were out of the workplace, they went 
elsewhere, and they were connected to a 
location by telephone, not to an individual. 
Today, global nomads are beginning to create 
new companies directly on their phones. 
Smartphones were there just a decade ago. We 
are in the middle of yet another silent revolu-
tion: blockchain, a digital ledger with an 
ever-growing collection of documents or 
records called "blocks. Bitcoin, as the pioneer-
ing global blockchain innovation, initiated the 
digital currency experiment. Presently, the 
market capitalization of Bitcoin fluctuates 
between $10 and $20 billion, and it serves as a 
medium of exchange for millions of individu-
als, even within the vast and growing cash 
market.

The second invention was known as the block-
chain, and was mostly the discovery that 
Bitcoin's code could be isolated from the 
money and used for all sorts of interorganisa-
tion. Current blockchain research is under way 
in almost every big financial institution in the 
world and 15 per cent of banks could use 
blockchain in 2017.

The third invention is known as the 'intelligent 

address nodes with edges. However, the 
presence of the Mapping Rule, which links a 
transaction's inputs to all its output 
addresses[12], can result in the formation of 
large cliques when transactions involve a high 
number of addresses. It is important to note 
that employing single node approaches alone 
may not adequately capture the intricacies of 
blockchain data, including the relationships 
between transactions and addresses. Therefore, 
further advancements and methodologies are 
required to comprehensively understand and 
analyze the complexities of blockchain data.
The loss of knowledge regarding addresses or 
transactions can have a significant impact on 
predictive models. When crucial information 
about addresses or transactions is missing or 
not considered, it can lead to incomplete or 
inaccurate predictions. The predictive models 
heavily rely on historical data and patterns to 
make informed projections or forecasts. If 
there is a loss of knowledge, such as incom-
plete transaction records or missing address 
data, it can undermine the model's ability to 
accurately capture trends, patterns, and 
relationships within the blockchain data. As a 
result, the predictive models may produce less 
reliable or misleading outcomes, potentially 
hindering decision-making processes reliant 
on the model's predictions[13]. 

As Bitcoin gained popularity, numerous 
studies emerged with the objective of predict-
ing its price by examining various network 
characteristics. For instance, researchers 
explored network features such as mean 

account balance, the number of new edges, and 
clustering coefficients in the blockchain 
network [13]. In contrast, [14]have used 
network flows and network temporal activity 
as alternative price predictors, respectively. 
K-chainlets provide a lossless network encod-
ing technique for the blockchain, using 
subgraphs composed of nodes that can repre-
sent addresses or chainlets. This model lever-
ages the local higher-order structures present 
in the blockchain graph, treating subgraphs as 
the building blocks for analysis instead of 
individual edges or nodes. These subgraphs, 
known as chainlets, are formed based on a 
single judgment, allowing them to be treated as 
a single data unit. Unlike social networks, 
where nodes' proximity is influenced by their 
neighbors' behavior, the inclusion of input and 
output nodes within a chainlet is fixed and 
cannot be modified due to the irreversible 
nature of blockchain transactions. Chainlets 
offer a powerful means of capturing complex 
relationships and patterns within the block-
chain, enabling more comprehensive analysis 
and understanding of transaction flows. By 
considering subgraphs as cohesive units, the 
granularity of analysis increases, providing a 
higher level of abstraction for studying the 
blockchain's structure and dynamics. [15].

Blockchain Data Analytics’ Applications
Since the seminal Bitcoin paper, cryptocurren-
cies have been the most widely used Block-
chain technology [4] in 2008. While there has 
recently been interest in analysing Blockchain 
platform data, Blockchain Data Analytics has 

actually the most valuable account-based 
blockchain established in 2015. Including 
Bitcoin, Ethereum has its own currency: 
Ether. The Ethereum project's main goal is 
to store data and software code on a 
Blockchain. The code (a smart contract) is 
written in the Ethereum Virtual Machine's 
proprietary Solidity coding language, 
which is compiled and executed as 
bytecode. In both code and agreements, 
smart contracts are self-executing 
contracts. MYSQL snippets in a database 
are an example. Intelligent contracts, on 
the other hand, ensure the non-stop, deter-
ministic execution of code that can be 
publicly regulated.

Externally controlled addresses (governed 
by users) and contract addresses are used 
in account-based blockchains (governed 
by smart contract code). In a blockchain 
system, the process of uploading smart 
contract code involves the initiation of a 
transaction by an externally owned 
address or a contract address. The transac-
tion is broadcasted to the network and 
propagated to all participating nodes, 
where it is validated and included in a 
block during the consensus process. Once 
confirmed, the smart contract code 
becomes part of the blockchain's 
immutable ledger and is distributed to all 
nodes, ensuring decentralization, redun-
dancy, and transparency. This shared 
infrastructure enables trustless and trans-
parent interactions with the contract, as 

users can examine the code's functionality 
and expect consistent outcomes. To put it 
another way, uploading the contract forces 
the code to be stored locally on other 
nodes. Each Ethereum transaction 
comprises of an input data field, similar to 
the log field in UTXO blockchains, which 
is used to transfer messages to the smart 
contracts.

When executing smart contract code in the 
blockchain, the code is invoked by calling 
stored functions with specified parame-
ters. This process takes place across all 
nodes worldwide, establishing Ethereum 
as the "World Computer." The contract 
formation cost is borne by the contract 
holder, while other users or contracts 
interact with the contract by creating 
transactions directed to its address. The 
operations performed by the contract, such 
as multiplication (e.g., 5) and addition 
(e.g., 3), accumulate a computational cost 
known as "gas," which is measured in 
ethers and charged to the address initiating 
the transaction. Ether serves as the digital 
currency, acting as the fuel for the Ethere-
um World Computer. The advent of smart 
contracts has given rise to smart 
contract-based tokens, representing units 
of data that can be traded. These tokens 
enable users to access real-world services 
provided by businesses. For instance, the 
Storj token allows storage of files on 
personal hard drives and compensates 
users with Ethereum-based fees. Tokens 

7.  Supply Chain Management 

The inherent immutability of the blockchain 
ledger renders it highly suitable for various 
activities within supply chain management, 
including real-time product monitoring as 
goods move and change hands. Blockchain 
technology introduces numerous possibilities 
for businesses involved in shipping and logis-
tics. By utilizing blockchain entries, events in 
the supply chain, such as the distribution of 
products across different containers until they 
reach their destination port, can be efficiently 
tracked and recorded. This empowers 
businesses with a modern and dynamic 
approach to organizing and leveraging tracking 
data, thereby enhancing overall supply chain 
management practices.

7.1. Real Estate 
In the real estate industry, where homeowners 
typically sell their houses every five to seven 
years and individuals tend to move approxi-
mately 12 times in their lifetime, blockchain 
technology holds significant potential. With 
such high activity levels, blockchain can play a 
vital role in expediting domestic property sales 
by enabling swift monitoring of financial 
details. Additionally, it serves as a robust 
safeguard against encryption theft, ensuring 
the security of sensitive information. More-
over, blockchain brings transparency to the 
sales and procurement process, fostering trust 
and confidence among buyers, sellers, and 
other stakeholders in the real estate market.

8.  Healthcare 

Blockchain technology has great potential in 
the healthcare sector, particularly for storing 
and managing certain types of health informa-
tion. General details such as age and sex, as 
well as basic medical data like immunization 
records or vital signs, can be effectively stored 
on a blockchain. These pieces of information, 
when isolated, do not reveal a patient's identity, 
thereby addressing privacy concerns. By utiliz-
ing a shared blockchain, accessible to a large 
number of authorized individuals, healthcare 
stakeholders can securely access and update 
relevant health information.

As connected medical devices gain popularity 
and become more integrated with patient 
records, blockchain can play a crucial role. It 
enables the seamless integration of specialized 
connected medical devices with individual 
health records. Data generated by these devices 
can be stored and added to personal medical 
records through the blockchain. Currently, the 
fragmentation of data from connected medical 
devices poses a significant challenge, but 
blockchain technology can serve as the bridge 
connecting these data silos. By leveraging 
blockchain, healthcare providers can enhance 
data interoperability and create a comprehen-
sive view of a patient's health information, 
ultimately improving the quality and efficiency 
of healthcare delivery..

8.1. Insurance
Intelligent contracts represent a groundbreak-

recent studies have shown that the global 
graphical features are useful for predicting 
price[13]. For example, [20] looked at the 
effects of average balance, clustering coeffi-
cient, and the number of new edges on Bitcoin 
price prediction, and  Blockchain chainlets as a 
predictor. In [21] recently proposed two 
network flow tests to calculate the Bitcoin 
transaction network's dynamics and evaluate 
the relationship between flow sophistication 
and Bitcoin market variables.

10.  Conclusions 

This article has shed light on the research 
topics that encompass the prevalent challenges 
faced in data management and analytics within 
real-world blockchain applications. By explor-
ing these issues, we aim to lay the groundwork 
for future research endeavors focused on 
identifying viable solutions to these open 
problems. It is our hope that this study serves 
as a stepping stone towards addressing and 
resolving the key obstacles in the field, leading 
to advancements and innovations in block-
chain technology.
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primarily focused on Bitcoin and a few other 
cryptocurrencies.. In general, studies look at 
the potential and weaknesses of coins in terms 
of providing a stable and open economic struc-
ture for all participants. Applications of the 
blockchain data analytics are described below:

4.  Criminal Usage Detection

The utilization of Bitcoin in illicit activities, 
such as on SilkRoad.com, has been prevalent 
since its inception. While cryptocurrencies 
offer pseudonymity, as users are not required 
to disclose their identities to participate in the 
network, all transactions are visible on the 
public Blockchain. In order to maintain 
anonymity, criminals employ various tactics to 
separate their real-life and online identities. 
One such method is accessing the Blockchain 
network through privacy-enhancing distribut-
ed platforms like Tor. Additionally, criminals 
aim to make their activities on the Blockchain 
indistinguishable from those of regular users, 
attempting to create transactions that appear 
natural in terms of frequency, timing, and 
quantity. Cryptocurrencies are also utilized in 
illegal practices such as personal extortion, 
human trafficking, and ransomware payments. 
To combat these activities, law enforcement 
authorities may employ Blockchain Data 
Analytics software and algorithms to identify 
and analyze illegal behaviors [16-19]

5.  Trade Finance 

Companies have increasingly found traditional 

methods of commercial financing to be 
frustrating, as lengthy cycles often disrupt 
operations and create challenges in managing 
liquidity effectively. When it comes to 
cross-border trade, multiple variables need to 
be considered, including the country of origin 
and product details. Such transactions also 
generate a significant amount of paperwork. 
However, blockchain technology has the 
potential to revolutionize trade finance by 
simplifying transactions and enhancing 
cross-border management. It empowers 
companies to operate more efficiently across 
regions and overcome geographical boundar-
ies, thus improving overall trade finance 
operations.

6.   Money Laundering Protection 

Blockchain technology, at its essence, offers 
immense value in the fight against money 
laundering. Its underlying technology provides 
strong support for the implementation of 
crucial mechanisms like 'Know Your Customer 
(KYC).' KYC enables businesses to uncover 
and verify the identities of their customers, 
serving as a vital tool in preventing money 
laundering activities. By leveraging the 
capabilities of blockchain encryption, organi-
zations can enhance their safeguards against 
illicit financial transactions and bolster their 
overall money laundering protection measures.

organized in table format in data base so that 
relevant information can be searched and 
filtered more easily. How does anyone use a 
Table to store information rather than a 
database? Spreadsheets intended for storage 
and retrieval information in limited quantities 
for an individual or a specific number of 
persons. In the other hand, a database contains 
much greater quantities of information that can 
be downloaded, filtered and exploited by a 
multitude of people efficiently and effectively. 
This is achieved by housing data on servers 
consisting of powerful machines in large 
databases. This servers can be installed with 
hundreds or thousands of processors, to allow 
multiple users to concurrently access the 
database through computing power and 
storage. Whilst any number of persons may 
have access to a spreadsheet or database, it is 
always maintained and run by a designated 
person, who is fully responsible for how it 
functions and the data in it.

2.2.  Blockchain Storage Structure 
The data structure is a vital difference between 
a conventional and a blockchain databases. A 
blockchain collects information in groups 
containing information known as blocks. 
Blocks have these capabilities and the "block-
chain" data chain is linked to the previously 
filled block until they are loaded. The new 
information after the recently inserted block is 
compiled and attached to the chain until it is 
done. A database organises its data into tables, 
whereas a blockchain organises its data into 
chunks, as its name implies, are chained 
together. It makes a blockchain database, but 
it's not all blockchain databases. This method 

also creates an inherently immutable decen-
tralised data timeframe. When a block is filled, 
it becomes part of this schedule and is placed 
in stone. When attached to the chain, an exact 
time stamp is given to any block in the chain.

2.3.  Blockchain Transaction 
Process
Blockchain is related list of the irreversible 
tamper-resistant blocks that has been stored at 
every node. A collection of transactions and 
related meta-data is recorded for each block. 
On the same ledger data deposited on each 
node, the transactions act Blockchain. First 
viewed as a peer-to-peer sharing mechanism 
by Satoshi Nakamoto[4]. Nakamoto referred to 
the transaction tokens traded as Bitcoins 
between customers in his scheme.

An immutable tamperproof block is the main 
element in every blockchain framework. A 
block in blockchain is encrypted data related to 
number of transactions in its simplest form. 
The fact that the block exists is a guarantor of 
the execution and verification of transactions. 
A current Blockchain is attached to a newly 
formed block. This Blockchain is mostly a 
related list that links one block to the other. The 
genesis block is the original block of such list. 
“Genesis Block” is a particular block which is 
numbered or labelled as zero. It is hard coded 
while programming the blockchain. Every 
other block has connections to an existing 
block. Thus, by adding new blocks to the 
current chains, a blockchain can expand[5].

Any OLTP transaction which operates on 
certain data shall be equivalent to a transaction 

parties in UTXO blockchains. In each transac-
tion, certain inputs are consumed and new 
outputs are produced (i.e. coins are directed 
to). There are three rules that emphasizes the 
shape of the data on the UTXO blockchain. 
This is because of Satoshi Nakamoto's design 
choices in Bitcoin[4].

2.5.1.  Balance Rule
In the same transaction, all coins obtained 
from a single transaction shall be used. 
The transaction fee is any amount not sent 
to an output address and is collected by the 
miner who creates the block.The coin user 
will keep up the change by generating a 
new address (i.e. changing address) and 
submitting to this new address the balance 
remaining. Another alternative is to 
redirect the balance by the address of the 
user as one of the output addresses. This 
reprocess of donor address is discouraged. 
As a consequence, most of the nodes 
appear only twice, once when coins are 
received and again when they are spent. If 
a change address is generated, resulting in 
becoming new address of owner of the 
coin. Because of these principles, block-
chains based on unspent transaction 
results should be considered as branching 
trees instead of networks. Non-transac-
tional data are also stored in blockchains 
in UTXO. Nakamoto[4] Left the text 
message "The Times 3 January 2009 
Chancellor on the verge of a second 
bailout for banks" was included in the first 
Bitcoin block. Metadata is disputed in 

Bitcoin transactions, and since 2014, 
every Bitcoin transaction has included an 
80-byte (OP RETURN) field designed to 
store log information.

The blockchain was created in 2011 to 
store key-value pairs for a distributed 
namespace,enhancing the functionality of 
metadata. Namecoin data blocks are used 
to store ICANN-controlled registrations 
and updates for.bit domain names.[7].

2.5.2.  Source Rule 
Multiple transactions' input coins can be 
combined and consumed in single transac-
tion, or they can be spent individually.

1.4.3.  Mapping Rule
Payment of each coin must demonstrate 
proof of the funds through referring to a 
previous collection of outputs. While this 
helps us to track the past of payments, it is 
not always possible to pinpoint the origins 
of a particular coin. This is due to the fact 
that each transaction has its own set of 
inputs and outputs. 

1.4.4.  Blockchian Data-Based 
on Account 
In the account-based blockchains, some of 
the coins are spent while retaining the rest. 
Ant transaction in blockchain has unerr-
ingly 1 input and 1 address While it is 
simple to create an address, most people 
use the same address for receiving and 
sending coins many times. Ethereum[8], is 

1.  Introduction

 The past decade has witnessed 
significant advancements in Blockchain 
technology, shaping its development and 
impact. The shared ledger Blockchain has been 
distributed which records transactions flanked 
by two parties without a stable central authori-
ty. Two individuals may perform an irrevers-
ible transaction on the Blockchain that is 

permanently registered on the public ledger 
[1]. The first use of the Blockchain was 
Bitcoin's cryptocurrency. The success of 
Bitcoin has given way to an age called Block-
chain 1.0. Above 1000 chain-based cryptocur-
rencies known as “’alt-coins” are currently in 
place. These developments have created public 
interest in technology for the Blockchain[2]. 
Several new applications have emerged based 
on the Blockchain which includes identity 

1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

contract,' embodied in a blockchain system of 
the second generation called 'Ethera,' which 
explicitly includes small computational 
programs in blockchain that allow for the 
presentation of financial instruments such as 
loans and bonds instead of only cash tokens of 
bitcoin. The intelligent contract network 
currently has a market value of about $1 
billion, with over hundred proposals on the 
market.

The fourth big breakthrough is the "proof of 
stake," which is now the bleeding edge of 
blockchain thinking. Current blockchains of 
the age are guaranteed with "job evidence," of 
which the party with the highest overall 
computational capacity decides. These groups 
are known as miners and run huge data centers 
in return for cryptocurrency payments to 
provide this protection. This data centers are 
replaced by modern structures, with a compa-
rable or even higher level of safety, with 
sophisticated financial instruments. 
Proof-of-stake applications will live later this 
year.

Blockchain scaling is the fifth key break-
through on the horizon. Right now, every 
device processing each transaction on the 
network in the blockchain world. It's sluggish. 
A scaled blockchain accelerates this mecha-
nism by determining the number of computers 
needed to verify each transaction and division 
of work effectively without losing protection. 
It is a tough but not unpleasant challenge to 
handle this without losing the iconic safety and 
strength of blockchain. It is anticipated that a 
scaled blockchain would be fast enough to 

speed up the Internet of Things and lead the 
world's big payment mixers (VISA and 
SWIFT) [3].

It is only ten years after an elite group of infor-
matics, encrypters and mathematicians worked 
for this landscape of creativity. When this 
breakthrough's full potential affects civiliza-
tion, things will surely be a little strange. 
Blockchain technology enables payments for 
utilities like charging stations and landing pads 
to be more efficient and reliable. Transactions 
in international currencies, which can currently 
take anywhere from days to mere minutes, 
could be streamlined and made more depend-
able with this emerging system. All these 
changes and the other reforms are a major 
reduction in transaction costs. If the costs of 
transactions fall below invisible limits, aggre-
gations and dislocations of current business 
models can be abrupt, drastic, and difficult to 
foresee. For instance, auctions were formerly 
small and local instead of universal and nation-
al, as they are now available on platforms such 
as eBay. The scheme suddenly changed as the 
costs of contacting people fell. As many of 
them as e-commerce has since been invented 
in the late 1990s, Blockchain is fairly supposed 
to trigger.

2.1.  Blockchain 
Blockchain looks complex and may certainly 
be complicated, but it has a very basic central 
definition. A ledger sort is a blockchain. It 
helps to get a first understanding of block-
chain, what a ledger is really. A database is a 
knowledge set that is maintained on a file 
server electronically. Data, or data, is usually 

in a blockchain environment. Traditional 
blockchain implementations (like Bitcoin) 
provide transactions representing money 
sharing between two individuals (or users). 
Any valid transaction is registered for efficien-
cy in a block that may consist of several trans-
actions. Immutability is accomplished by the 
use of solid cryptographic characteristics 
including hazing. A blockchain is in fact a 
connected sequence, as each block stores in its 
chain the hatch of the previous block. The hash 
of its contents within the block is also digitally 

signed by each block. These hazards have 
cryptographical integrity, since any opponent 
who wishes to amend a block often has to 
change all previous blocks in a series, making 
the attack cryptographically impossible. One 
main design approach is to build a Merkle tree 
to store and verify hazelnuts efficiently. Thus 
the Merkle tree root is stored by each block, as 
the root makes the immutability simple to 
check. Figure 1 shows basic blockchain trans-
action processing is shown in block diagram.

Blockchain transactions are similar to conven-
tional equivalents in the database. The clients 
transmit those transactions to the blockchain 
system servers[6]. This transfers are based on 
the data saved on all the servers involved. The 
blockchain transaction in its vanilla form can 
be used on the replicated distributed database 
as a series of read or write operations carried 
out on any of the node in blockchain. Any 
blockchain implementation uses a consensus 
protocol to specify the ordering for all incom-
ing transactions. 

2.4.  Data Models of Blockchain 
Public blockchains can be categorized primari-
ly into two types: those utilizing the "Unspent 
Transaction Output" model, also known as 

UTXO, and those that operate based on 
accounts (such as Bitcoin, Litecoin, Ethereum 
etc.). A block of the data contain limited 
number of the transactions in all types of 
blockchains, but transactions vary. Below, 
these two types of blockchain transaction data 
are briefly discussed.

2.5.  Blockchain Data Based on 
Upsent Transaction Output
The unused blockchains (UTXO) are first and 
the most important blockchains in terms of 
market capitalization: Bitcoin itself ranges 
from 45 - 60% of the entire market capitalisa-
tion of cryptocurrency. Each block of data 
includes a (financial) transaction, which covers 
the transference of coins between several 

can be bought, sold, and function as stores 
of value within the global economy, with 
their exchange rates against fiat currencies 
viewable on platforms like coinmarket-
cap.com.

There are two types of transactions in 
account-based blockchains. The first form 
of transaction involves sending a crypto-
currency, such as Ether on Ethereum, from 
one address to another. A guided edge 
between the two addresses can be used to 
model this. Internal transactions, on the 
other hand, are made when smart contracts 
alter states associated with addresses.

1.5.  Blockchain Data Analytics 
Tools and Methods

2.6.1. Tools
In blockchain systems, data blocks are 
typically stored in files on disk. For exam-
ple, Ethereum utilizes levelDB files, while 
Bitcoin uses .dat files. However, the 
nature of storing data in this manner can 
result in time-consuming data querying 
processes. Although several blockchain 
query languages and analytics frameworks 
have emerged in recent years, their adop-
tion remains relatively limited. [9]. 
In-house data querying and analysis tools 
have been developed by companies 
including Santiment.com and Chainaly-
sis.com, but they are not yet available to 
the general public. Online explorers such 
as blockchain.com and etherscan.io 

provide limited access to analytics tools 
for the public. The BlockSci project [10] is 
a commonly used method in Bitcoin data 
analytics. Biva.1, a Bitcoin Network 
Visual Analytics application, is a related 
tool. In addition to transaction data related 
to financial interactions between address-
es, the advent of Ethereum 2.0 and its 
inclusion of software code within block-
chains has significantly contributed to the 
emergence of smart contract analysis as a 
vital path for data analytics. However, 
most of the existing research in this 
domain primarily focuses on static code 
analysis, which involves tasks like 
contract classification. Unfortunately, 
there is limited examination of the 
decisions made by the smart contracts 
under investigation. [11].

3.  Methods 

Early research works in the field of blockchain 
analysis have focused on analyzing UTXO 
data by constructing graphs using a single type 
of node, following established network analy-
sis methodologies. Two prominent methods 
used in this context are the transaction graph 
and address graph approaches. The transaction 
graph method primarily considers transactions 
while ignoring addresses, forming edges 
between transaction nodes. It assumes that 
transactions are acyclic and prohibits the 
addition of new edges to a transaction node in 
the future. Conversely, the address graph 
method disregards transactions and connects 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 
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information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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systems (e.g. Hyper and Bitnation), copyright 
(e.g. Blockphase and LBRY) voting (e.g. 
Social Krona, FollowMyVote), and origin 
(such as chronicled and EverLedger).

Private blockchains have been built and only 
provide participants with the required permis-
sions to read and write. In contrast, anonymous 
Blockchains, for instance, Bitcoin enables 
unrestricted network access to any block node 
without requiring permission. In all Block 
network nodes, all transactions can be detect-
ed. In this article, we concentrate on public 
Blockchains, where information is open to the 
public. While most Blockchain solutions 
adhere to a chain structure, it is worth noting 
that alternative data structures can also be 
employed. Analyzing this knowledge can yield 
fresh insights into emerging patterns, giving 
rise to numerous questions such as: 

1) How will the data stored on Blockchains 
be interpreted and modeled? 

2) What insights can be gleaned from shared 
Blockchain’s transactions?

3) What are the cutting-edge computational, 
analytical tools, and techniques currently 
used for analyzing Blockchain data?

By providing a brief introduction to Block-
chain analytics, we answer the above raised 
questions. First, we give a short history of 
shared blockchains. Following the examina-
tion of typical "data structure models" in 
Blockchain, this paper provides insights into 
essential analytical methods and tools utilized 
in the field. Finally, new research has been 
addressed using Blockchain cryptocurrency 

modelling, e-criminal identification, trade of 
human beings and illegal economic activity 
analytics.

2.  Literature Review  

Some of the developments we took for granted 
in their day were also revolutions. Remember 
about how much the way we live and operate 
on smartphones has changed. When people 
were out of the workplace, they went 
elsewhere, and they were connected to a 
location by telephone, not to an individual. 
Today, global nomads are beginning to create 
new companies directly on their phones. 
Smartphones were there just a decade ago. We 
are in the middle of yet another silent revolu-
tion: blockchain, a digital ledger with an 
ever-growing collection of documents or 
records called "blocks. Bitcoin, as the pioneer-
ing global blockchain innovation, initiated the 
digital currency experiment. Presently, the 
market capitalization of Bitcoin fluctuates 
between $10 and $20 billion, and it serves as a 
medium of exchange for millions of individu-
als, even within the vast and growing cash 
market.

The second invention was known as the block-
chain, and was mostly the discovery that 
Bitcoin's code could be isolated from the 
money and used for all sorts of interorganisa-
tion. Current blockchain research is under way 
in almost every big financial institution in the 
world and 15 per cent of banks could use 
blockchain in 2017.

The third invention is known as the 'intelligent 

address nodes with edges. However, the 
presence of the Mapping Rule, which links a 
transaction's inputs to all its output 
addresses[12], can result in the formation of 
large cliques when transactions involve a high 
number of addresses. It is important to note 
that employing single node approaches alone 
may not adequately capture the intricacies of 
blockchain data, including the relationships 
between transactions and addresses. Therefore, 
further advancements and methodologies are 
required to comprehensively understand and 
analyze the complexities of blockchain data.
The loss of knowledge regarding addresses or 
transactions can have a significant impact on 
predictive models. When crucial information 
about addresses or transactions is missing or 
not considered, it can lead to incomplete or 
inaccurate predictions. The predictive models 
heavily rely on historical data and patterns to 
make informed projections or forecasts. If 
there is a loss of knowledge, such as incom-
plete transaction records or missing address 
data, it can undermine the model's ability to 
accurately capture trends, patterns, and 
relationships within the blockchain data. As a 
result, the predictive models may produce less 
reliable or misleading outcomes, potentially 
hindering decision-making processes reliant 
on the model's predictions[13]. 

As Bitcoin gained popularity, numerous 
studies emerged with the objective of predict-
ing its price by examining various network 
characteristics. For instance, researchers 
explored network features such as mean 

account balance, the number of new edges, and 
clustering coefficients in the blockchain 
network [13]. In contrast, [14]have used 
network flows and network temporal activity 
as alternative price predictors, respectively. 
K-chainlets provide a lossless network encod-
ing technique for the blockchain, using 
subgraphs composed of nodes that can repre-
sent addresses or chainlets. This model lever-
ages the local higher-order structures present 
in the blockchain graph, treating subgraphs as 
the building blocks for analysis instead of 
individual edges or nodes. These subgraphs, 
known as chainlets, are formed based on a 
single judgment, allowing them to be treated as 
a single data unit. Unlike social networks, 
where nodes' proximity is influenced by their 
neighbors' behavior, the inclusion of input and 
output nodes within a chainlet is fixed and 
cannot be modified due to the irreversible 
nature of blockchain transactions. Chainlets 
offer a powerful means of capturing complex 
relationships and patterns within the block-
chain, enabling more comprehensive analysis 
and understanding of transaction flows. By 
considering subgraphs as cohesive units, the 
granularity of analysis increases, providing a 
higher level of abstraction for studying the 
blockchain's structure and dynamics. [15].

Blockchain Data Analytics’ Applications
Since the seminal Bitcoin paper, cryptocurren-
cies have been the most widely used Block-
chain technology [4] in 2008. While there has 
recently been interest in analysing Blockchain 
platform data, Blockchain Data Analytics has 

actually the most valuable account-based 
blockchain established in 2015. Including 
Bitcoin, Ethereum has its own currency: 
Ether. The Ethereum project's main goal is 
to store data and software code on a 
Blockchain. The code (a smart contract) is 
written in the Ethereum Virtual Machine's 
proprietary Solidity coding language, 
which is compiled and executed as 
bytecode. In both code and agreements, 
smart contracts are self-executing 
contracts. MYSQL snippets in a database 
are an example. Intelligent contracts, on 
the other hand, ensure the non-stop, deter-
ministic execution of code that can be 
publicly regulated.

Externally controlled addresses (governed 
by users) and contract addresses are used 
in account-based blockchains (governed 
by smart contract code). In a blockchain 
system, the process of uploading smart 
contract code involves the initiation of a 
transaction by an externally owned 
address or a contract address. The transac-
tion is broadcasted to the network and 
propagated to all participating nodes, 
where it is validated and included in a 
block during the consensus process. Once 
confirmed, the smart contract code 
becomes part of the blockchain's 
immutable ledger and is distributed to all 
nodes, ensuring decentralization, redun-
dancy, and transparency. This shared 
infrastructure enables trustless and trans-
parent interactions with the contract, as 

users can examine the code's functionality 
and expect consistent outcomes. To put it 
another way, uploading the contract forces 
the code to be stored locally on other 
nodes. Each Ethereum transaction 
comprises of an input data field, similar to 
the log field in UTXO blockchains, which 
is used to transfer messages to the smart 
contracts.

When executing smart contract code in the 
blockchain, the code is invoked by calling 
stored functions with specified parame-
ters. This process takes place across all 
nodes worldwide, establishing Ethereum 
as the "World Computer." The contract 
formation cost is borne by the contract 
holder, while other users or contracts 
interact with the contract by creating 
transactions directed to its address. The 
operations performed by the contract, such 
as multiplication (e.g., 5) and addition 
(e.g., 3), accumulate a computational cost 
known as "gas," which is measured in 
ethers and charged to the address initiating 
the transaction. Ether serves as the digital 
currency, acting as the fuel for the Ethere-
um World Computer. The advent of smart 
contracts has given rise to smart 
contract-based tokens, representing units 
of data that can be traded. These tokens 
enable users to access real-world services 
provided by businesses. For instance, the 
Storj token allows storage of files on 
personal hard drives and compensates 
users with Ethereum-based fees. Tokens 

7.  Supply Chain Management 

The inherent immutability of the blockchain 
ledger renders it highly suitable for various 
activities within supply chain management, 
including real-time product monitoring as 
goods move and change hands. Blockchain 
technology introduces numerous possibilities 
for businesses involved in shipping and logis-
tics. By utilizing blockchain entries, events in 
the supply chain, such as the distribution of 
products across different containers until they 
reach their destination port, can be efficiently 
tracked and recorded. This empowers 
businesses with a modern and dynamic 
approach to organizing and leveraging tracking 
data, thereby enhancing overall supply chain 
management practices.

7.1. Real Estate 
In the real estate industry, where homeowners 
typically sell their houses every five to seven 
years and individuals tend to move approxi-
mately 12 times in their lifetime, blockchain 
technology holds significant potential. With 
such high activity levels, blockchain can play a 
vital role in expediting domestic property sales 
by enabling swift monitoring of financial 
details. Additionally, it serves as a robust 
safeguard against encryption theft, ensuring 
the security of sensitive information. More-
over, blockchain brings transparency to the 
sales and procurement process, fostering trust 
and confidence among buyers, sellers, and 
other stakeholders in the real estate market.

8.  Healthcare 

Blockchain technology has great potential in 
the healthcare sector, particularly for storing 
and managing certain types of health informa-
tion. General details such as age and sex, as 
well as basic medical data like immunization 
records or vital signs, can be effectively stored 
on a blockchain. These pieces of information, 
when isolated, do not reveal a patient's identity, 
thereby addressing privacy concerns. By utiliz-
ing a shared blockchain, accessible to a large 
number of authorized individuals, healthcare 
stakeholders can securely access and update 
relevant health information.

As connected medical devices gain popularity 
and become more integrated with patient 
records, blockchain can play a crucial role. It 
enables the seamless integration of specialized 
connected medical devices with individual 
health records. Data generated by these devices 
can be stored and added to personal medical 
records through the blockchain. Currently, the 
fragmentation of data from connected medical 
devices poses a significant challenge, but 
blockchain technology can serve as the bridge 
connecting these data silos. By leveraging 
blockchain, healthcare providers can enhance 
data interoperability and create a comprehen-
sive view of a patient's health information, 
ultimately improving the quality and efficiency 
of healthcare delivery..

8.1. Insurance
Intelligent contracts represent a groundbreak-

recent studies have shown that the global 
graphical features are useful for predicting 
price[13]. For example, [20] looked at the 
effects of average balance, clustering coeffi-
cient, and the number of new edges on Bitcoin 
price prediction, and  Blockchain chainlets as a 
predictor. In [21] recently proposed two 
network flow tests to calculate the Bitcoin 
transaction network's dynamics and evaluate 
the relationship between flow sophistication 
and Bitcoin market variables.

10.  Conclusions 

This article has shed light on the research 
topics that encompass the prevalent challenges 
faced in data management and analytics within 
real-world blockchain applications. By explor-
ing these issues, we aim to lay the groundwork 
for future research endeavors focused on 
identifying viable solutions to these open 
problems. It is our hope that this study serves 
as a stepping stone towards addressing and 
resolving the key obstacles in the field, leading 
to advancements and innovations in block-
chain technology.
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primarily focused on Bitcoin and a few other 
cryptocurrencies.. In general, studies look at 
the potential and weaknesses of coins in terms 
of providing a stable and open economic struc-
ture for all participants. Applications of the 
blockchain data analytics are described below:

4.  Criminal Usage Detection

The utilization of Bitcoin in illicit activities, 
such as on SilkRoad.com, has been prevalent 
since its inception. While cryptocurrencies 
offer pseudonymity, as users are not required 
to disclose their identities to participate in the 
network, all transactions are visible on the 
public Blockchain. In order to maintain 
anonymity, criminals employ various tactics to 
separate their real-life and online identities. 
One such method is accessing the Blockchain 
network through privacy-enhancing distribut-
ed platforms like Tor. Additionally, criminals 
aim to make their activities on the Blockchain 
indistinguishable from those of regular users, 
attempting to create transactions that appear 
natural in terms of frequency, timing, and 
quantity. Cryptocurrencies are also utilized in 
illegal practices such as personal extortion, 
human trafficking, and ransomware payments. 
To combat these activities, law enforcement 
authorities may employ Blockchain Data 
Analytics software and algorithms to identify 
and analyze illegal behaviors [16-19]

5.  Trade Finance 

Companies have increasingly found traditional 

methods of commercial financing to be 
frustrating, as lengthy cycles often disrupt 
operations and create challenges in managing 
liquidity effectively. When it comes to 
cross-border trade, multiple variables need to 
be considered, including the country of origin 
and product details. Such transactions also 
generate a significant amount of paperwork. 
However, blockchain technology has the 
potential to revolutionize trade finance by 
simplifying transactions and enhancing 
cross-border management. It empowers 
companies to operate more efficiently across 
regions and overcome geographical boundar-
ies, thus improving overall trade finance 
operations.

6.   Money Laundering Protection 

Blockchain technology, at its essence, offers 
immense value in the fight against money 
laundering. Its underlying technology provides 
strong support for the implementation of 
crucial mechanisms like 'Know Your Customer 
(KYC).' KYC enables businesses to uncover 
and verify the identities of their customers, 
serving as a vital tool in preventing money 
laundering activities. By leveraging the 
capabilities of blockchain encryption, organi-
zations can enhance their safeguards against 
illicit financial transactions and bolster their 
overall money laundering protection measures.

organized in table format in data base so that 
relevant information can be searched and 
filtered more easily. How does anyone use a 
Table to store information rather than a 
database? Spreadsheets intended for storage 
and retrieval information in limited quantities 
for an individual or a specific number of 
persons. In the other hand, a database contains 
much greater quantities of information that can 
be downloaded, filtered and exploited by a 
multitude of people efficiently and effectively. 
This is achieved by housing data on servers 
consisting of powerful machines in large 
databases. This servers can be installed with 
hundreds or thousands of processors, to allow 
multiple users to concurrently access the 
database through computing power and 
storage. Whilst any number of persons may 
have access to a spreadsheet or database, it is 
always maintained and run by a designated 
person, who is fully responsible for how it 
functions and the data in it.

2.2.  Blockchain Storage Structure 
The data structure is a vital difference between 
a conventional and a blockchain databases. A 
blockchain collects information in groups 
containing information known as blocks. 
Blocks have these capabilities and the "block-
chain" data chain is linked to the previously 
filled block until they are loaded. The new 
information after the recently inserted block is 
compiled and attached to the chain until it is 
done. A database organises its data into tables, 
whereas a blockchain organises its data into 
chunks, as its name implies, are chained 
together. It makes a blockchain database, but 
it's not all blockchain databases. This method 

also creates an inherently immutable decen-
tralised data timeframe. When a block is filled, 
it becomes part of this schedule and is placed 
in stone. When attached to the chain, an exact 
time stamp is given to any block in the chain.

2.3.  Blockchain Transaction 
Process
Blockchain is related list of the irreversible 
tamper-resistant blocks that has been stored at 
every node. A collection of transactions and 
related meta-data is recorded for each block. 
On the same ledger data deposited on each 
node, the transactions act Blockchain. First 
viewed as a peer-to-peer sharing mechanism 
by Satoshi Nakamoto[4]. Nakamoto referred to 
the transaction tokens traded as Bitcoins 
between customers in his scheme.

An immutable tamperproof block is the main 
element in every blockchain framework. A 
block in blockchain is encrypted data related to 
number of transactions in its simplest form. 
The fact that the block exists is a guarantor of 
the execution and verification of transactions. 
A current Blockchain is attached to a newly 
formed block. This Blockchain is mostly a 
related list that links one block to the other. The 
genesis block is the original block of such list. 
“Genesis Block” is a particular block which is 
numbered or labelled as zero. It is hard coded 
while programming the blockchain. Every 
other block has connections to an existing 
block. Thus, by adding new blocks to the 
current chains, a blockchain can expand[5].

Any OLTP transaction which operates on 
certain data shall be equivalent to a transaction 

parties in UTXO blockchains. In each transac-
tion, certain inputs are consumed and new 
outputs are produced (i.e. coins are directed 
to). There are three rules that emphasizes the 
shape of the data on the UTXO blockchain. 
This is because of Satoshi Nakamoto's design 
choices in Bitcoin[4].

2.5.1.  Balance Rule
In the same transaction, all coins obtained 
from a single transaction shall be used. 
The transaction fee is any amount not sent 
to an output address and is collected by the 
miner who creates the block.The coin user 
will keep up the change by generating a 
new address (i.e. changing address) and 
submitting to this new address the balance 
remaining. Another alternative is to 
redirect the balance by the address of the 
user as one of the output addresses. This 
reprocess of donor address is discouraged. 
As a consequence, most of the nodes 
appear only twice, once when coins are 
received and again when they are spent. If 
a change address is generated, resulting in 
becoming new address of owner of the 
coin. Because of these principles, block-
chains based on unspent transaction 
results should be considered as branching 
trees instead of networks. Non-transac-
tional data are also stored in blockchains 
in UTXO. Nakamoto[4] Left the text 
message "The Times 3 January 2009 
Chancellor on the verge of a second 
bailout for banks" was included in the first 
Bitcoin block. Metadata is disputed in 

Bitcoin transactions, and since 2014, 
every Bitcoin transaction has included an 
80-byte (OP RETURN) field designed to 
store log information.

The blockchain was created in 2011 to 
store key-value pairs for a distributed 
namespace,enhancing the functionality of 
metadata. Namecoin data blocks are used 
to store ICANN-controlled registrations 
and updates for.bit domain names.[7].

2.5.2.  Source Rule 
Multiple transactions' input coins can be 
combined and consumed in single transac-
tion, or they can be spent individually.

1.4.3.  Mapping Rule
Payment of each coin must demonstrate 
proof of the funds through referring to a 
previous collection of outputs. While this 
helps us to track the past of payments, it is 
not always possible to pinpoint the origins 
of a particular coin. This is due to the fact 
that each transaction has its own set of 
inputs and outputs. 

1.4.4.  Blockchian Data-Based 
on Account 
In the account-based blockchains, some of 
the coins are spent while retaining the rest. 
Ant transaction in blockchain has unerr-
ingly 1 input and 1 address While it is 
simple to create an address, most people 
use the same address for receiving and 
sending coins many times. Ethereum[8], is 

1.  Introduction

 The past decade has witnessed 
significant advancements in Blockchain 
technology, shaping its development and 
impact. The shared ledger Blockchain has been 
distributed which records transactions flanked 
by two parties without a stable central authori-
ty. Two individuals may perform an irrevers-
ible transaction on the Blockchain that is 

permanently registered on the public ledger 
[1]. The first use of the Blockchain was 
Bitcoin's cryptocurrency. The success of 
Bitcoin has given way to an age called Block-
chain 1.0. Above 1000 chain-based cryptocur-
rencies known as “’alt-coins” are currently in 
place. These developments have created public 
interest in technology for the Blockchain[2]. 
Several new applications have emerged based 
on the Blockchain which includes identity 

1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

contract,' embodied in a blockchain system of 
the second generation called 'Ethera,' which 
explicitly includes small computational 
programs in blockchain that allow for the 
presentation of financial instruments such as 
loans and bonds instead of only cash tokens of 
bitcoin. The intelligent contract network 
currently has a market value of about $1 
billion, with over hundred proposals on the 
market.

The fourth big breakthrough is the "proof of 
stake," which is now the bleeding edge of 
blockchain thinking. Current blockchains of 
the age are guaranteed with "job evidence," of 
which the party with the highest overall 
computational capacity decides. These groups 
are known as miners and run huge data centers 
in return for cryptocurrency payments to 
provide this protection. This data centers are 
replaced by modern structures, with a compa-
rable or even higher level of safety, with 
sophisticated financial instruments. 
Proof-of-stake applications will live later this 
year.

Blockchain scaling is the fifth key break-
through on the horizon. Right now, every 
device processing each transaction on the 
network in the blockchain world. It's sluggish. 
A scaled blockchain accelerates this mecha-
nism by determining the number of computers 
needed to verify each transaction and division 
of work effectively without losing protection. 
It is a tough but not unpleasant challenge to 
handle this without losing the iconic safety and 
strength of blockchain. It is anticipated that a 
scaled blockchain would be fast enough to 

speed up the Internet of Things and lead the 
world's big payment mixers (VISA and 
SWIFT) [3].

It is only ten years after an elite group of infor-
matics, encrypters and mathematicians worked 
for this landscape of creativity. When this 
breakthrough's full potential affects civiliza-
tion, things will surely be a little strange. 
Blockchain technology enables payments for 
utilities like charging stations and landing pads 
to be more efficient and reliable. Transactions 
in international currencies, which can currently 
take anywhere from days to mere minutes, 
could be streamlined and made more depend-
able with this emerging system. All these 
changes and the other reforms are a major 
reduction in transaction costs. If the costs of 
transactions fall below invisible limits, aggre-
gations and dislocations of current business 
models can be abrupt, drastic, and difficult to 
foresee. For instance, auctions were formerly 
small and local instead of universal and nation-
al, as they are now available on platforms such 
as eBay. The scheme suddenly changed as the 
costs of contacting people fell. As many of 
them as e-commerce has since been invented 
in the late 1990s, Blockchain is fairly supposed 
to trigger.

2.1.  Blockchain 
Blockchain looks complex and may certainly 
be complicated, but it has a very basic central 
definition. A ledger sort is a blockchain. It 
helps to get a first understanding of block-
chain, what a ledger is really. A database is a 
knowledge set that is maintained on a file 
server electronically. Data, or data, is usually 

in a blockchain environment. Traditional 
blockchain implementations (like Bitcoin) 
provide transactions representing money 
sharing between two individuals (or users). 
Any valid transaction is registered for efficien-
cy in a block that may consist of several trans-
actions. Immutability is accomplished by the 
use of solid cryptographic characteristics 
including hazing. A blockchain is in fact a 
connected sequence, as each block stores in its 
chain the hatch of the previous block. The hash 
of its contents within the block is also digitally 

signed by each block. These hazards have 
cryptographical integrity, since any opponent 
who wishes to amend a block often has to 
change all previous blocks in a series, making 
the attack cryptographically impossible. One 
main design approach is to build a Merkle tree 
to store and verify hazelnuts efficiently. Thus 
the Merkle tree root is stored by each block, as 
the root makes the immutability simple to 
check. Figure 1 shows basic blockchain trans-
action processing is shown in block diagram.

Blockchain transactions are similar to conven-
tional equivalents in the database. The clients 
transmit those transactions to the blockchain 
system servers[6]. This transfers are based on 
the data saved on all the servers involved. The 
blockchain transaction in its vanilla form can 
be used on the replicated distributed database 
as a series of read or write operations carried 
out on any of the node in blockchain. Any 
blockchain implementation uses a consensus 
protocol to specify the ordering for all incom-
ing transactions. 

2.4.  Data Models of Blockchain 
Public blockchains can be categorized primari-
ly into two types: those utilizing the "Unspent 
Transaction Output" model, also known as 

UTXO, and those that operate based on 
accounts (such as Bitcoin, Litecoin, Ethereum 
etc.). A block of the data contain limited 
number of the transactions in all types of 
blockchains, but transactions vary. Below, 
these two types of blockchain transaction data 
are briefly discussed.

2.5.  Blockchain Data Based on 
Upsent Transaction Output
The unused blockchains (UTXO) are first and 
the most important blockchains in terms of 
market capitalization: Bitcoin itself ranges 
from 45 - 60% of the entire market capitalisa-
tion of cryptocurrency. Each block of data 
includes a (financial) transaction, which covers 
the transference of coins between several 

can be bought, sold, and function as stores 
of value within the global economy, with 
their exchange rates against fiat currencies 
viewable on platforms like coinmarket-
cap.com.

There are two types of transactions in 
account-based blockchains. The first form 
of transaction involves sending a crypto-
currency, such as Ether on Ethereum, from 
one address to another. A guided edge 
between the two addresses can be used to 
model this. Internal transactions, on the 
other hand, are made when smart contracts 
alter states associated with addresses.

1.5.  Blockchain Data Analytics 
Tools and Methods

2.6.1. Tools
In blockchain systems, data blocks are 
typically stored in files on disk. For exam-
ple, Ethereum utilizes levelDB files, while 
Bitcoin uses .dat files. However, the 
nature of storing data in this manner can 
result in time-consuming data querying 
processes. Although several blockchain 
query languages and analytics frameworks 
have emerged in recent years, their adop-
tion remains relatively limited. [9]. 
In-house data querying and analysis tools 
have been developed by companies 
including Santiment.com and Chainaly-
sis.com, but they are not yet available to 
the general public. Online explorers such 
as blockchain.com and etherscan.io 

provide limited access to analytics tools 
for the public. The BlockSci project [10] is 
a commonly used method in Bitcoin data 
analytics. Biva.1, a Bitcoin Network 
Visual Analytics application, is a related 
tool. In addition to transaction data related 
to financial interactions between address-
es, the advent of Ethereum 2.0 and its 
inclusion of software code within block-
chains has significantly contributed to the 
emergence of smart contract analysis as a 
vital path for data analytics. However, 
most of the existing research in this 
domain primarily focuses on static code 
analysis, which involves tasks like 
contract classification. Unfortunately, 
there is limited examination of the 
decisions made by the smart contracts 
under investigation. [11].

3.  Methods 

Early research works in the field of blockchain 
analysis have focused on analyzing UTXO 
data by constructing graphs using a single type 
of node, following established network analy-
sis methodologies. Two prominent methods 
used in this context are the transaction graph 
and address graph approaches. The transaction 
graph method primarily considers transactions 
while ignoring addresses, forming edges 
between transaction nodes. It assumes that 
transactions are acyclic and prohibits the 
addition of new edges to a transaction node in 
the future. Conversely, the address graph 
method disregards transactions and connects 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.
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[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching

7.  References 

[1].  N. Tabassum, A. Namoun, T. Alyas, A. 
Tufail, M. Taqi, and K. Kim, “applied 
sciences Classification of Bugs in Cloud 
Computing Applications Using Machine 
Learning Techniques,” 2023.

[2].  M. I. Sarwar, Q. Abbas, T. Alyas, A. 
Alzahrani, T. Alghamdi, and Y. Alsaawy, 
“Digital Transformation of Public 
Sector Governance With IT Service 
Management–A Pilot Study,” IEEE 
Access, vol. 11, no. January, pp. 
6490–6512, 2023, doi: 10.1109/AC-
CESS.2023.3237550.

[3].  T. Alyas, K. Ateeq, M. Alqahtani, S. 
Kukunuru, N. Tabassum, and R. 
Kamran, “Security Analysis for Virtual 
Machine Allocation in Cloud Comput-
ing,” Int. Conf. Cyber Resilience, ICCR 
2022, no. Vm, 2022.

[4].  T. Alyas, “Performance Framework for 
Virtual Machine Migration in Cloud 
Computing,” Comput. Mater. Contin., 
vol. 74, no. 3, pp. 6289–6305, 2023.

[5].  T. Alyas, S. Ali, H. U. Khan, A. Samad, 
K. Alissa, and M. A. Saleem, “Container 
Performance and Vulnerability Manage-
ment for Container Security Using 
Docker Engine,” Secur. Commun. 
Networks, vol. 2022, 2022.

[6].  M. Niazi, S. Abbas, A. Soliman, T. 
Alyas, S. Asif, and T. Faiz, “Vertical Pod 
Autoscaling in Kubernetes for Elastic 
Container Collaborative Framework,” 
2023.

[7].  T. Alyas, A. Alzahrani, Y. Alsaawy, K. 
Alissa, Q. Abbas, and N. Tabassum, 

“Query Optimization Framework for 
Graph Database in Cloud Dew Environ-
ment,” 2023.

[8].  T. Alyas, “Multi-Cloud Integration 
Security Framework Using Honeypots,” 
Mob. Inf. Syst., vol. 2022, pp. 1–13, 
2022.

[9].   Alyas, N. Tabassum, M. Waseem Iqbal, 
A. S. Alshahrani, A. Alghamdi, and S. 
Khuram Shahzad, “Resource Based 
Automatic Calibration System 
(RBACS) Using Kubernetes Frame-
work,” Intell. Autom. Soft Comput., vol. 
35, no. 1, pp. 1165–1179, 2023.

[10]. G. Ahmed et al., “Recognition of Urdu 
Handwritten Alphabet Using Convolu-
tional Neural Network (CNN),” 
Comput. Mater. Contin., vol. 73, no. 2, 
pp. 2967–2984, 2022.

[11]. M. I. Sarwar, K. Nisar, and I. ud Din, 
“LTE-Advanced – Interference Manage-
ment in OFDMA Based Cellular 
Network: An Overview”, USJICT, vol. 
4, no. 3, pp. 96-103, Oct. 2020.

[12]. A. A. Nagra, T. Alyas, M. Hamid, N. 
Tabassum, and A. Ahmad, “Training a 
Feedforward Neural Network Using 
Hybrid Gravitational Search Algorithm 
with Dynamic Multiswarm Particle 
Swarm Optimization,” Biomed Res. Int., 
vol. 2022, pp. 1–10, 2022.

[13]. T. Alyas, M. Hamid, K. Alissa, T. Faiz, 
N. Tabassum, and A. Ahmad, “Empirical 
Method for Thyroid Disease Classifica-
tion Using a Machine Learning 
Approach,” Biomed Res. Int., vol. 2022, 
pp. 1–10, 2022.

[14]. T. Alyas, K. Alissa, A. S. Mohammad, S. 

thorised devices by analyzing device charac-
teristics, communication patterns, and contex-
tual information. This enables the enforcement 
of access control policies and prevents unau-
thorized access to cloud resources [39].

Security analytics is another area where 
machine learning can be applied effectively. 
Machine learning models can identify poten-
tial security events or trends by aggregating 
and correlating data from various sources, such 
as device logs, network traffic, and system 
logs. This enables proactive threat mitigation 
and facilitates informed security decisions 
[40].

Machine learning can also help in the analysis 
of threat intelligence feeds and security-related 
data to identify emerging threats and vulnera-
bilities in IoT-based cloud computing. By 
integrating external threat intelligence sources 
with internal network data, machine learning 
models can provide real-time threat detection, 
allowing quick response and mitigation 
measures [41].

Privacy and data protection are important 
considerations in IoT environments. Machine 
learning techniques, such as differential priva-
cy, data anonymization, and encryption, can be 
employed to secure IoT data while preserving 
its utility for analysis and insights [42].

Furthermore, machine learning can facilitate 
predictive maintenance and security. By 
analyzing historical data on device perfor-
mance, maintenance logs, and security events, 
machine learning models can identify patterns 
that lead to security vulnerabilities or device 

failures. This enables proactive maintenance 
and security measures to prevent future 
incidents [43].

The analysis demonstrates how machine learn-
ing techniques can be applied in IoT-based 
cloud computing to enhance network security. 
By leveraging the capabilities of machine 
learning algorithms, organizations can detect 
and prevent security threats, improve access 
control mechanisms, analyze security-related 
data, protect privacy, and implement proactive 
security measures. Continuous training, evalu-
ation, and collaboration with experts are essen-
tial to ensure the effectiveness and accuracy of 
the machine learning models in evolving threat 
landscapes [44].

6.  Conclusion

To validate the security of the system, binary 
classification is utilized for detecting attacks 
on cloud networks. Random forest classifiers 
achieved an accuracy of around 96.0%, while 
K nearest classifier had an accuracy of 93% 
and a precision value of 0.96. The proposed 
model ensures big data security against 
intrusion attacks on the network. While 
machine learning techniques can be powerful 
for protecting cloud computing networks, 
challenges still need to be addressed before 
these techniques can be widely adopted. 
Understanding the limitations and potential of 
machine learning approaches to network 
security can help researchers and practitioners 
develop more effective strategies for protect-
ing their systems in a highly interconnected 
world.

[28]. N. Tabassum, A. Rehman, M. Hamid, 
M. Saleem, and S. Malik, “Intelligent 
Nutrition Diet Recommender System for 
Diabetic ’ s Patients,” 2021.

[29]. D. Baig et al., “Bit Rate Reduction in 
Cloud Gaming Using Object Detection 
Technique,” 2021.

[30]. G. Ahmad et al., “Intelligent ammuni-
tion detection and classification system 
using convolutional neural network,” 
Comput. Mater. Contin., vol. 67, no. 2, 
pp. 2585–2600, 2021.

[31]. N. Tabassum et al., “Prediction of Cloud 
Ranking in a Hyperconverged Cloud 
Ecosystem Using Machine Learning,” 
Comput. Mater. Contin., vol. 67, no. 3, 
pp. 3129–3141, 2021.

[32]. M. I. Tariq, N. A. Mian, A. Sohail, T. 
Alyas, and R. Ahmad, “Evaluation of the 
challenges in the internet of medical 
things with multicriteria decision 
making (AHP and TOPSIS) to overcome 
its obstruction under fuzzy environ-
ment,” Mob. Inf. Syst., vol. 2020, 2020.

[33]. N. Tabassum, M. Khan, S. Abbas, T. 
Alyas, A. Athar, and M. Khan, “Intelli-
gent reliability management in 
hyper-convergence cloud infrastructure 
using fuzzy inference system,” ICST 
Trans. Scalable Inf. Syst., vol. 0, no. 0, 
p. 159408, 2018.

[34]. M. I. Sarwar, K. Nisar, S. Andleeb, and 
M. Noman, “Blockchain – A Crypto-In-
tensive Technology - A Review,” in 35th 
International Business Information 
Management Association (IBIMA) 
Conference, November 4-5,2020, 
Seville, Spain, pp. 14803–14809.

[35]. M. A. Khan et al., “Effective Demand 
Forecasting Model Using Business 
Intelligence Empowered with Machine 
Learning,” IEEE Access, vol. 8, pp. 
116013–116023, 2020.

[36]. A. Amin et al., “TOP-Rank: A Novel 
Unsupervised Approach for Topic 
Prediction Using Keyphrase Extraction 
for Urdu Documents,” IEEE Access, 
vol. 8, pp. 212675–212686, 2020.

[37]. S. Abbas, M. A. Khan, A. Athar, S. A. 
Shan, A. Saeed, and T. Alyas, “Enabling 
Smart City With Intelligent Congestion 
Control Using Hops With a Hybrid 
Computational Approach,” Comput. J., 
vol. 00, no. 00, 2020.

[38]. M. Muhammad, T. Alyas, F. Ahmad, F. 
Butt, W. Qazi, and S. Saqib, “An analy-
sis of security challenges and their 
perspective solutions for cloud comput-
ing and IoT,” ICST Trans. Scalable Inf. 
Syst., pp. 166718, 2018.

[39]. M. Mehmood et al., “Machine learning 
enabled early detection of breast cancer 
by structural analysis of mammograms,” 
Comput. Mater. Contin., vol. 67, no. 1, 
pp. 641–657, 2021.

[40]. N. Iqbal, S. Abbas, M. A. Khan, T. 
Alyas, A. Fatima, and A. Ahmad, “An 
RGB Image Cipher Using Chaotic 
Systems, 15-Puzzle Problem and DNA 
Computing,” IEEE Access, vol. 7, pp. 
174051–174071, 2019.

[41]. A. Alzahrani, T. Alyas, K. Alissa, Q. 
Abbas, Y. Alsaawy, and N. Tabassum, 
“Hybrid Approach for Improving the 
Performance of Data Reliability in 
Cloud Storage Management,” Sensors 
(Basel)., vol. 22, no. 16, 2022.

Asif, T. Faiz, and G. Ahmed, “Innova-
tive Fungal Disease Diagnosis System 
Using Convolutional Neural Network,” 
2022.

[15]. H. H. Naqvi, T. Alyas, N. Tabassum, U. 
Farooq, A. Namoun, and S. A. M. Naqvi, 
“Comparative Analysis: Intrusion 
Detection in Multi-Cloud Environment 
to Identify Way Forward,” Int. J. Adv. 
Trends Comput. Sci. Eng., vol. 10, no. 3, 
pp. 2533–2539, 2021.

[16]. S. A. M. Naqvi, T. Alyas, N. Tabassum, 
A. Namoun, and H. H. Naqvi, “Post 
Pandemic World and Challenges for 
E-Governance Framework,” Int. J. Adv. 
Trends Comput. Sci. Eng., vol. 10, no. 3, 
pp. 2630–2636, 2021.

[17].  W. Khalid, M. W. Iqbal, T. Alyas, N. 
Tabassum, N. Anwar, and M. A. Saleem, 
“Performance Optimization of network 
using load balancer Techniques,” Int. J. 
Adv. Trends Comput. Sci. Eng., vol. 10, 
no. 3, pp. 2645–2650, 2021.

[18]. T. Alyas, I. Javed, A. Namoun, A. Tufail, 
S. Alshmrany, and N. Tabassum, “Live 
migration of virtual machines using a 
mamdani fuzzy inference system,” 
Comput. Mater. Contin., vol. 71, no. 2, 
pp. 3019–3033, 2022.

[19]. M. A. Saleem, M. Aamir, R. Ibrahim, N. 
Senan, and T. Alyas, “An Optimized 
Convolution Neural Network Architec-
ture for Paddy Disease Classification,” 
Comput. Mater. Contin., vol. 71, no. 2, 
pp. 6053–6067, 2022.

[20]. J. Nazir et al., “Load Balancing Frame-
work for Cross-Region Tasks in Cloud 
Computing,” Comput. Mater. Contin., 
vol. 70, no. 1, pp. 1479–1490, 2022.

[21]. N. Tabassum, T. Alyas, M. Hamid, M. 
Saleem, S. Malik, and S. Binish Zahra, 
“QoS Based Cloud Security Evaluation 
Using Neuro Fuzzy Model,” Comput. 
Mater. Contin., vol. 70, no. 1, pp. 
1127–1140, 2022.

[22]. M. I. Sarwar, K. Nisar, and A. Khan, 
“Blockchain – From Cryptocurrency to 
Vertical Industries - A Deep Shift,” in 
IEEE International Conference on 
Signal Processing, Communications and 
Computing (ICSPCC), September 
20-23, 2019, Dalian, China, 2019, pp. 
537–540. doi: 10.1109/ICSP-
CC46631.2019.8960795.

[23]. S. Malik, N. Tabassum, M. Saleem, T. 
Alyas, M. Hamid, and U. Farooq, 
“Cloud-IoT Integration: Cloud Service 
Framework for M2M Communication,” 
Intell. Autom. Soft Comput., vol. 31, no. 
1, pp. 471–480, 2022.

[24]. W. U. H. Abidi et al., “Real-Time Shill 
Bidding Fraud Detection Empowered 
with Fussed Machine Learning,” IEEE 
Access, vol. 9, pp. 113612–113621, 
2021.

[25]. M. I. Sarwar et al., “Data Vaults for 
Blockchain-Empowered Accounting 
Information Systems,” IEEE Access, 
vol. 9, pp. 117306–117324, 2021, doi: 
10.1109/ACCESS.2021.3107484.

[26]. N. Tabassum, T. Alyas, M. Hamid, M. 
Saleem, and S. Malik, “Hyper-Conver-
gence Storage Framework for EcoCloud 
Correlates,” Comput. Mater. Contin., 
vol. 70, no. 1, pp. 1573–1584, 2022.

[27]. N. Tabassum et al., “Semantic Analysis 
of Urdu English Tweets Empowered by 
Machine Learning,” 2021.

[20]. M. Sorgente and C. Cibils, "The Reac-
tion of a Network: Exploring the 
Relationship between the Bitcoin 
Network Structure and the Bitcoin 
Price," 2014.

[21]. S. Y. Yang and J. H. Kim, "Bitcoin 
Market Return and Volatility Forecast-
ing Using Transaction Network Flow 
Properties," 2014.



systems (e.g. Hyper and Bitnation), copyright 
(e.g. Blockphase and LBRY) voting (e.g. 
Social Krona, FollowMyVote), and origin 
(such as chronicled and EverLedger).

Private blockchains have been built and only 
provide participants with the required permis-
sions to read and write. In contrast, anonymous 
Blockchains, for instance, Bitcoin enables 
unrestricted network access to any block node 
without requiring permission. In all Block 
network nodes, all transactions can be detect-
ed. In this article, we concentrate on public 
Blockchains, where information is open to the 
public. While most Blockchain solutions 
adhere to a chain structure, it is worth noting 
that alternative data structures can also be 
employed. Analyzing this knowledge can yield 
fresh insights into emerging patterns, giving 
rise to numerous questions such as: 

1) How will the data stored on Blockchains 
be interpreted and modeled? 

2) What insights can be gleaned from shared 
Blockchain’s transactions?

3) What are the cutting-edge computational, 
analytical tools, and techniques currently 
used for analyzing Blockchain data?

By providing a brief introduction to Block-
chain analytics, we answer the above raised 
questions. First, we give a short history of 
shared blockchains. Following the examina-
tion of typical "data structure models" in 
Blockchain, this paper provides insights into 
essential analytical methods and tools utilized 
in the field. Finally, new research has been 
addressed using Blockchain cryptocurrency 

modelling, e-criminal identification, trade of 
human beings and illegal economic activity 
analytics.

2.  Literature Review  

Some of the developments we took for granted 
in their day were also revolutions. Remember 
about how much the way we live and operate 
on smartphones has changed. When people 
were out of the workplace, they went 
elsewhere, and they were connected to a 
location by telephone, not to an individual. 
Today, global nomads are beginning to create 
new companies directly on their phones. 
Smartphones were there just a decade ago. We 
are in the middle of yet another silent revolu-
tion: blockchain, a digital ledger with an 
ever-growing collection of documents or 
records called "blocks. Bitcoin, as the pioneer-
ing global blockchain innovation, initiated the 
digital currency experiment. Presently, the 
market capitalization of Bitcoin fluctuates 
between $10 and $20 billion, and it serves as a 
medium of exchange for millions of individu-
als, even within the vast and growing cash 
market.

The second invention was known as the block-
chain, and was mostly the discovery that 
Bitcoin's code could be isolated from the 
money and used for all sorts of interorganisa-
tion. Current blockchain research is under way 
in almost every big financial institution in the 
world and 15 per cent of banks could use 
blockchain in 2017.

The third invention is known as the 'intelligent 

address nodes with edges. However, the 
presence of the Mapping Rule, which links a 
transaction's inputs to all its output 
addresses[12], can result in the formation of 
large cliques when transactions involve a high 
number of addresses. It is important to note 
that employing single node approaches alone 
may not adequately capture the intricacies of 
blockchain data, including the relationships 
between transactions and addresses. Therefore, 
further advancements and methodologies are 
required to comprehensively understand and 
analyze the complexities of blockchain data.
The loss of knowledge regarding addresses or 
transactions can have a significant impact on 
predictive models. When crucial information 
about addresses or transactions is missing or 
not considered, it can lead to incomplete or 
inaccurate predictions. The predictive models 
heavily rely on historical data and patterns to 
make informed projections or forecasts. If 
there is a loss of knowledge, such as incom-
plete transaction records or missing address 
data, it can undermine the model's ability to 
accurately capture trends, patterns, and 
relationships within the blockchain data. As a 
result, the predictive models may produce less 
reliable or misleading outcomes, potentially 
hindering decision-making processes reliant 
on the model's predictions[13]. 

As Bitcoin gained popularity, numerous 
studies emerged with the objective of predict-
ing its price by examining various network 
characteristics. For instance, researchers 
explored network features such as mean 

account balance, the number of new edges, and 
clustering coefficients in the blockchain 
network [13]. In contrast, [14]have used 
network flows and network temporal activity 
as alternative price predictors, respectively. 
K-chainlets provide a lossless network encod-
ing technique for the blockchain, using 
subgraphs composed of nodes that can repre-
sent addresses or chainlets. This model lever-
ages the local higher-order structures present 
in the blockchain graph, treating subgraphs as 
the building blocks for analysis instead of 
individual edges or nodes. These subgraphs, 
known as chainlets, are formed based on a 
single judgment, allowing them to be treated as 
a single data unit. Unlike social networks, 
where nodes' proximity is influenced by their 
neighbors' behavior, the inclusion of input and 
output nodes within a chainlet is fixed and 
cannot be modified due to the irreversible 
nature of blockchain transactions. Chainlets 
offer a powerful means of capturing complex 
relationships and patterns within the block-
chain, enabling more comprehensive analysis 
and understanding of transaction flows. By 
considering subgraphs as cohesive units, the 
granularity of analysis increases, providing a 
higher level of abstraction for studying the 
blockchain's structure and dynamics. [15].

Blockchain Data Analytics’ Applications
Since the seminal Bitcoin paper, cryptocurren-
cies have been the most widely used Block-
chain technology [4] in 2008. While there has 
recently been interest in analysing Blockchain 
platform data, Blockchain Data Analytics has 

actually the most valuable account-based 
blockchain established in 2015. Including 
Bitcoin, Ethereum has its own currency: 
Ether. The Ethereum project's main goal is 
to store data and software code on a 
Blockchain. The code (a smart contract) is 
written in the Ethereum Virtual Machine's 
proprietary Solidity coding language, 
which is compiled and executed as 
bytecode. In both code and agreements, 
smart contracts are self-executing 
contracts. MYSQL snippets in a database 
are an example. Intelligent contracts, on 
the other hand, ensure the non-stop, deter-
ministic execution of code that can be 
publicly regulated.

Externally controlled addresses (governed 
by users) and contract addresses are used 
in account-based blockchains (governed 
by smart contract code). In a blockchain 
system, the process of uploading smart 
contract code involves the initiation of a 
transaction by an externally owned 
address or a contract address. The transac-
tion is broadcasted to the network and 
propagated to all participating nodes, 
where it is validated and included in a 
block during the consensus process. Once 
confirmed, the smart contract code 
becomes part of the blockchain's 
immutable ledger and is distributed to all 
nodes, ensuring decentralization, redun-
dancy, and transparency. This shared 
infrastructure enables trustless and trans-
parent interactions with the contract, as 

users can examine the code's functionality 
and expect consistent outcomes. To put it 
another way, uploading the contract forces 
the code to be stored locally on other 
nodes. Each Ethereum transaction 
comprises of an input data field, similar to 
the log field in UTXO blockchains, which 
is used to transfer messages to the smart 
contracts.

When executing smart contract code in the 
blockchain, the code is invoked by calling 
stored functions with specified parame-
ters. This process takes place across all 
nodes worldwide, establishing Ethereum 
as the "World Computer." The contract 
formation cost is borne by the contract 
holder, while other users or contracts 
interact with the contract by creating 
transactions directed to its address. The 
operations performed by the contract, such 
as multiplication (e.g., 5) and addition 
(e.g., 3), accumulate a computational cost 
known as "gas," which is measured in 
ethers and charged to the address initiating 
the transaction. Ether serves as the digital 
currency, acting as the fuel for the Ethere-
um World Computer. The advent of smart 
contracts has given rise to smart 
contract-based tokens, representing units 
of data that can be traded. These tokens 
enable users to access real-world services 
provided by businesses. For instance, the 
Storj token allows storage of files on 
personal hard drives and compensates 
users with Ethereum-based fees. Tokens 

7.  Supply Chain Management 

The inherent immutability of the blockchain 
ledger renders it highly suitable for various 
activities within supply chain management, 
including real-time product monitoring as 
goods move and change hands. Blockchain 
technology introduces numerous possibilities 
for businesses involved in shipping and logis-
tics. By utilizing blockchain entries, events in 
the supply chain, such as the distribution of 
products across different containers until they 
reach their destination port, can be efficiently 
tracked and recorded. This empowers 
businesses with a modern and dynamic 
approach to organizing and leveraging tracking 
data, thereby enhancing overall supply chain 
management practices.

7.1. Real Estate 
In the real estate industry, where homeowners 
typically sell their houses every five to seven 
years and individuals tend to move approxi-
mately 12 times in their lifetime, blockchain 
technology holds significant potential. With 
such high activity levels, blockchain can play a 
vital role in expediting domestic property sales 
by enabling swift monitoring of financial 
details. Additionally, it serves as a robust 
safeguard against encryption theft, ensuring 
the security of sensitive information. More-
over, blockchain brings transparency to the 
sales and procurement process, fostering trust 
and confidence among buyers, sellers, and 
other stakeholders in the real estate market.

8.  Healthcare 

Blockchain technology has great potential in 
the healthcare sector, particularly for storing 
and managing certain types of health informa-
tion. General details such as age and sex, as 
well as basic medical data like immunization 
records or vital signs, can be effectively stored 
on a blockchain. These pieces of information, 
when isolated, do not reveal a patient's identity, 
thereby addressing privacy concerns. By utiliz-
ing a shared blockchain, accessible to a large 
number of authorized individuals, healthcare 
stakeholders can securely access and update 
relevant health information.

As connected medical devices gain popularity 
and become more integrated with patient 
records, blockchain can play a crucial role. It 
enables the seamless integration of specialized 
connected medical devices with individual 
health records. Data generated by these devices 
can be stored and added to personal medical 
records through the blockchain. Currently, the 
fragmentation of data from connected medical 
devices poses a significant challenge, but 
blockchain technology can serve as the bridge 
connecting these data silos. By leveraging 
blockchain, healthcare providers can enhance 
data interoperability and create a comprehen-
sive view of a patient's health information, 
ultimately improving the quality and efficiency 
of healthcare delivery..

8.1. Insurance
Intelligent contracts represent a groundbreak-

recent studies have shown that the global 
graphical features are useful for predicting 
price[13]. For example, [20] looked at the 
effects of average balance, clustering coeffi-
cient, and the number of new edges on Bitcoin 
price prediction, and  Blockchain chainlets as a 
predictor. In [21] recently proposed two 
network flow tests to calculate the Bitcoin 
transaction network's dynamics and evaluate 
the relationship between flow sophistication 
and Bitcoin market variables.

10.  Conclusions 

This article has shed light on the research 
topics that encompass the prevalent challenges 
faced in data management and analytics within 
real-world blockchain applications. By explor-
ing these issues, we aim to lay the groundwork 
for future research endeavors focused on 
identifying viable solutions to these open 
problems. It is our hope that this study serves 
as a stepping stone towards addressing and 
resolving the key obstacles in the field, leading 
to advancements and innovations in block-
chain technology.
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primarily focused on Bitcoin and a few other 
cryptocurrencies.. In general, studies look at 
the potential and weaknesses of coins in terms 
of providing a stable and open economic struc-
ture for all participants. Applications of the 
blockchain data analytics are described below:

4.  Criminal Usage Detection

The utilization of Bitcoin in illicit activities, 
such as on SilkRoad.com, has been prevalent 
since its inception. While cryptocurrencies 
offer pseudonymity, as users are not required 
to disclose their identities to participate in the 
network, all transactions are visible on the 
public Blockchain. In order to maintain 
anonymity, criminals employ various tactics to 
separate their real-life and online identities. 
One such method is accessing the Blockchain 
network through privacy-enhancing distribut-
ed platforms like Tor. Additionally, criminals 
aim to make their activities on the Blockchain 
indistinguishable from those of regular users, 
attempting to create transactions that appear 
natural in terms of frequency, timing, and 
quantity. Cryptocurrencies are also utilized in 
illegal practices such as personal extortion, 
human trafficking, and ransomware payments. 
To combat these activities, law enforcement 
authorities may employ Blockchain Data 
Analytics software and algorithms to identify 
and analyze illegal behaviors [16-19]

5.  Trade Finance 

Companies have increasingly found traditional 

methods of commercial financing to be 
frustrating, as lengthy cycles often disrupt 
operations and create challenges in managing 
liquidity effectively. When it comes to 
cross-border trade, multiple variables need to 
be considered, including the country of origin 
and product details. Such transactions also 
generate a significant amount of paperwork. 
However, blockchain technology has the 
potential to revolutionize trade finance by 
simplifying transactions and enhancing 
cross-border management. It empowers 
companies to operate more efficiently across 
regions and overcome geographical boundar-
ies, thus improving overall trade finance 
operations.

6.   Money Laundering Protection 

Blockchain technology, at its essence, offers 
immense value in the fight against money 
laundering. Its underlying technology provides 
strong support for the implementation of 
crucial mechanisms like 'Know Your Customer 
(KYC).' KYC enables businesses to uncover 
and verify the identities of their customers, 
serving as a vital tool in preventing money 
laundering activities. By leveraging the 
capabilities of blockchain encryption, organi-
zations can enhance their safeguards against 
illicit financial transactions and bolster their 
overall money laundering protection measures.

organized in table format in data base so that 
relevant information can be searched and 
filtered more easily. How does anyone use a 
Table to store information rather than a 
database? Spreadsheets intended for storage 
and retrieval information in limited quantities 
for an individual or a specific number of 
persons. In the other hand, a database contains 
much greater quantities of information that can 
be downloaded, filtered and exploited by a 
multitude of people efficiently and effectively. 
This is achieved by housing data on servers 
consisting of powerful machines in large 
databases. This servers can be installed with 
hundreds or thousands of processors, to allow 
multiple users to concurrently access the 
database through computing power and 
storage. Whilst any number of persons may 
have access to a spreadsheet or database, it is 
always maintained and run by a designated 
person, who is fully responsible for how it 
functions and the data in it.

2.2.  Blockchain Storage Structure 
The data structure is a vital difference between 
a conventional and a blockchain databases. A 
blockchain collects information in groups 
containing information known as blocks. 
Blocks have these capabilities and the "block-
chain" data chain is linked to the previously 
filled block until they are loaded. The new 
information after the recently inserted block is 
compiled and attached to the chain until it is 
done. A database organises its data into tables, 
whereas a blockchain organises its data into 
chunks, as its name implies, are chained 
together. It makes a blockchain database, but 
it's not all blockchain databases. This method 

also creates an inherently immutable decen-
tralised data timeframe. When a block is filled, 
it becomes part of this schedule and is placed 
in stone. When attached to the chain, an exact 
time stamp is given to any block in the chain.

2.3.  Blockchain Transaction 
Process
Blockchain is related list of the irreversible 
tamper-resistant blocks that has been stored at 
every node. A collection of transactions and 
related meta-data is recorded for each block. 
On the same ledger data deposited on each 
node, the transactions act Blockchain. First 
viewed as a peer-to-peer sharing mechanism 
by Satoshi Nakamoto[4]. Nakamoto referred to 
the transaction tokens traded as Bitcoins 
between customers in his scheme.

An immutable tamperproof block is the main 
element in every blockchain framework. A 
block in blockchain is encrypted data related to 
number of transactions in its simplest form. 
The fact that the block exists is a guarantor of 
the execution and verification of transactions. 
A current Blockchain is attached to a newly 
formed block. This Blockchain is mostly a 
related list that links one block to the other. The 
genesis block is the original block of such list. 
“Genesis Block” is a particular block which is 
numbered or labelled as zero. It is hard coded 
while programming the blockchain. Every 
other block has connections to an existing 
block. Thus, by adding new blocks to the 
current chains, a blockchain can expand[5].

Any OLTP transaction which operates on 
certain data shall be equivalent to a transaction 

parties in UTXO blockchains. In each transac-
tion, certain inputs are consumed and new 
outputs are produced (i.e. coins are directed 
to). There are three rules that emphasizes the 
shape of the data on the UTXO blockchain. 
This is because of Satoshi Nakamoto's design 
choices in Bitcoin[4].

2.5.1.  Balance Rule
In the same transaction, all coins obtained 
from a single transaction shall be used. 
The transaction fee is any amount not sent 
to an output address and is collected by the 
miner who creates the block.The coin user 
will keep up the change by generating a 
new address (i.e. changing address) and 
submitting to this new address the balance 
remaining. Another alternative is to 
redirect the balance by the address of the 
user as one of the output addresses. This 
reprocess of donor address is discouraged. 
As a consequence, most of the nodes 
appear only twice, once when coins are 
received and again when they are spent. If 
a change address is generated, resulting in 
becoming new address of owner of the 
coin. Because of these principles, block-
chains based on unspent transaction 
results should be considered as branching 
trees instead of networks. Non-transac-
tional data are also stored in blockchains 
in UTXO. Nakamoto[4] Left the text 
message "The Times 3 January 2009 
Chancellor on the verge of a second 
bailout for banks" was included in the first 
Bitcoin block. Metadata is disputed in 

Bitcoin transactions, and since 2014, 
every Bitcoin transaction has included an 
80-byte (OP RETURN) field designed to 
store log information.

The blockchain was created in 2011 to 
store key-value pairs for a distributed 
namespace,enhancing the functionality of 
metadata. Namecoin data blocks are used 
to store ICANN-controlled registrations 
and updates for.bit domain names.[7].

2.5.2.  Source Rule 
Multiple transactions' input coins can be 
combined and consumed in single transac-
tion, or they can be spent individually.

1.4.3.  Mapping Rule
Payment of each coin must demonstrate 
proof of the funds through referring to a 
previous collection of outputs. While this 
helps us to track the past of payments, it is 
not always possible to pinpoint the origins 
of a particular coin. This is due to the fact 
that each transaction has its own set of 
inputs and outputs. 

1.4.4.  Blockchian Data-Based 
on Account 
In the account-based blockchains, some of 
the coins are spent while retaining the rest. 
Ant transaction in blockchain has unerr-
ingly 1 input and 1 address While it is 
simple to create an address, most people 
use the same address for receiving and 
sending coins many times. Ethereum[8], is 

1.  Introduction

 The past decade has witnessed 
significant advancements in Blockchain 
technology, shaping its development and 
impact. The shared ledger Blockchain has been 
distributed which records transactions flanked 
by two parties without a stable central authori-
ty. Two individuals may perform an irrevers-
ible transaction on the Blockchain that is 

permanently registered on the public ledger 
[1]. The first use of the Blockchain was 
Bitcoin's cryptocurrency. The success of 
Bitcoin has given way to an age called Block-
chain 1.0. Above 1000 chain-based cryptocur-
rencies known as “’alt-coins” are currently in 
place. These developments have created public 
interest in technology for the Blockchain[2]. 
Several new applications have emerged based 
on the Blockchain which includes identity 

1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

contract,' embodied in a blockchain system of 
the second generation called 'Ethera,' which 
explicitly includes small computational 
programs in blockchain that allow for the 
presentation of financial instruments such as 
loans and bonds instead of only cash tokens of 
bitcoin. The intelligent contract network 
currently has a market value of about $1 
billion, with over hundred proposals on the 
market.

The fourth big breakthrough is the "proof of 
stake," which is now the bleeding edge of 
blockchain thinking. Current blockchains of 
the age are guaranteed with "job evidence," of 
which the party with the highest overall 
computational capacity decides. These groups 
are known as miners and run huge data centers 
in return for cryptocurrency payments to 
provide this protection. This data centers are 
replaced by modern structures, with a compa-
rable or even higher level of safety, with 
sophisticated financial instruments. 
Proof-of-stake applications will live later this 
year.

Blockchain scaling is the fifth key break-
through on the horizon. Right now, every 
device processing each transaction on the 
network in the blockchain world. It's sluggish. 
A scaled blockchain accelerates this mecha-
nism by determining the number of computers 
needed to verify each transaction and division 
of work effectively without losing protection. 
It is a tough but not unpleasant challenge to 
handle this without losing the iconic safety and 
strength of blockchain. It is anticipated that a 
scaled blockchain would be fast enough to 

speed up the Internet of Things and lead the 
world's big payment mixers (VISA and 
SWIFT) [3].

It is only ten years after an elite group of infor-
matics, encrypters and mathematicians worked 
for this landscape of creativity. When this 
breakthrough's full potential affects civiliza-
tion, things will surely be a little strange. 
Blockchain technology enables payments for 
utilities like charging stations and landing pads 
to be more efficient and reliable. Transactions 
in international currencies, which can currently 
take anywhere from days to mere minutes, 
could be streamlined and made more depend-
able with this emerging system. All these 
changes and the other reforms are a major 
reduction in transaction costs. If the costs of 
transactions fall below invisible limits, aggre-
gations and dislocations of current business 
models can be abrupt, drastic, and difficult to 
foresee. For instance, auctions were formerly 
small and local instead of universal and nation-
al, as they are now available on platforms such 
as eBay. The scheme suddenly changed as the 
costs of contacting people fell. As many of 
them as e-commerce has since been invented 
in the late 1990s, Blockchain is fairly supposed 
to trigger.

2.1.  Blockchain 
Blockchain looks complex and may certainly 
be complicated, but it has a very basic central 
definition. A ledger sort is a blockchain. It 
helps to get a first understanding of block-
chain, what a ledger is really. A database is a 
knowledge set that is maintained on a file 
server electronically. Data, or data, is usually 

in a blockchain environment. Traditional 
blockchain implementations (like Bitcoin) 
provide transactions representing money 
sharing between two individuals (or users). 
Any valid transaction is registered for efficien-
cy in a block that may consist of several trans-
actions. Immutability is accomplished by the 
use of solid cryptographic characteristics 
including hazing. A blockchain is in fact a 
connected sequence, as each block stores in its 
chain the hatch of the previous block. The hash 
of its contents within the block is also digitally 

signed by each block. These hazards have 
cryptographical integrity, since any opponent 
who wishes to amend a block often has to 
change all previous blocks in a series, making 
the attack cryptographically impossible. One 
main design approach is to build a Merkle tree 
to store and verify hazelnuts efficiently. Thus 
the Merkle tree root is stored by each block, as 
the root makes the immutability simple to 
check. Figure 1 shows basic blockchain trans-
action processing is shown in block diagram.

Blockchain transactions are similar to conven-
tional equivalents in the database. The clients 
transmit those transactions to the blockchain 
system servers[6]. This transfers are based on 
the data saved on all the servers involved. The 
blockchain transaction in its vanilla form can 
be used on the replicated distributed database 
as a series of read or write operations carried 
out on any of the node in blockchain. Any 
blockchain implementation uses a consensus 
protocol to specify the ordering for all incom-
ing transactions. 

2.4.  Data Models of Blockchain 
Public blockchains can be categorized primari-
ly into two types: those utilizing the "Unspent 
Transaction Output" model, also known as 

UTXO, and those that operate based on 
accounts (such as Bitcoin, Litecoin, Ethereum 
etc.). A block of the data contain limited 
number of the transactions in all types of 
blockchains, but transactions vary. Below, 
these two types of blockchain transaction data 
are briefly discussed.

2.5.  Blockchain Data Based on 
Upsent Transaction Output
The unused blockchains (UTXO) are first and 
the most important blockchains in terms of 
market capitalization: Bitcoin itself ranges 
from 45 - 60% of the entire market capitalisa-
tion of cryptocurrency. Each block of data 
includes a (financial) transaction, which covers 
the transference of coins between several 

can be bought, sold, and function as stores 
of value within the global economy, with 
their exchange rates against fiat currencies 
viewable on platforms like coinmarket-
cap.com.

There are two types of transactions in 
account-based blockchains. The first form 
of transaction involves sending a crypto-
currency, such as Ether on Ethereum, from 
one address to another. A guided edge 
between the two addresses can be used to 
model this. Internal transactions, on the 
other hand, are made when smart contracts 
alter states associated with addresses.

1.5.  Blockchain Data Analytics 
Tools and Methods

2.6.1. Tools
In blockchain systems, data blocks are 
typically stored in files on disk. For exam-
ple, Ethereum utilizes levelDB files, while 
Bitcoin uses .dat files. However, the 
nature of storing data in this manner can 
result in time-consuming data querying 
processes. Although several blockchain 
query languages and analytics frameworks 
have emerged in recent years, their adop-
tion remains relatively limited. [9]. 
In-house data querying and analysis tools 
have been developed by companies 
including Santiment.com and Chainaly-
sis.com, but they are not yet available to 
the general public. Online explorers such 
as blockchain.com and etherscan.io 

provide limited access to analytics tools 
for the public. The BlockSci project [10] is 
a commonly used method in Bitcoin data 
analytics. Biva.1, a Bitcoin Network 
Visual Analytics application, is a related 
tool. In addition to transaction data related 
to financial interactions between address-
es, the advent of Ethereum 2.0 and its 
inclusion of software code within block-
chains has significantly contributed to the 
emergence of smart contract analysis as a 
vital path for data analytics. However, 
most of the existing research in this 
domain primarily focuses on static code 
analysis, which involves tasks like 
contract classification. Unfortunately, 
there is limited examination of the 
decisions made by the smart contracts 
under investigation. [11].

3.  Methods 

Early research works in the field of blockchain 
analysis have focused on analyzing UTXO 
data by constructing graphs using a single type 
of node, following established network analy-
sis methodologies. Two prominent methods 
used in this context are the transaction graph 
and address graph approaches. The transaction 
graph method primarily considers transactions 
while ignoring addresses, forming edges 
between transaction nodes. It assumes that 
transactions are acyclic and prohibits the 
addition of new edges to a transaction node in 
the future. Conversely, the address graph 
method disregards transactions and connects 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 
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software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 
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4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Analysis of Network Security in IoT-based Cloud Computing Using Machine Learning

40 Int.J. Elect.Crime Investigation 7(2):IJECI MS.ID- 04 (2023)

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:
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Figure 4: Proposed Methodology

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].
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protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-
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Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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Machine learning can also help in the analysis 
of threat intelligence feeds and security-related 
data to identify emerging threats and vulnera-
bilities in IoT-based cloud computing. By 
integrating external threat intelligence sources 
with internal network data, machine learning 
models can provide real-time threat detection, 
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predictive maintenance and security. By 
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failures. This enables proactive maintenance 
and security measures to prevent future 
incidents [43].

The analysis demonstrates how machine learn-
ing techniques can be applied in IoT-based 
cloud computing to enhance network security. 
By leveraging the capabilities of machine 
learning algorithms, organizations can detect 
and prevent security threats, improve access 
control mechanisms, analyze security-related 
data, protect privacy, and implement proactive 
security measures. Continuous training, evalu-
ation, and collaboration with experts are essen-
tial to ensure the effectiveness and accuracy of 
the machine learning models in evolving threat 
landscapes [44].

6.  Conclusion

To validate the security of the system, binary 
classification is utilized for detecting attacks 
on cloud networks. Random forest classifiers 
achieved an accuracy of around 96.0%, while 
K nearest classifier had an accuracy of 93% 
and a precision value of 0.96. The proposed 
model ensures big data security against 
intrusion attacks on the network. While 
machine learning techniques can be powerful 
for protecting cloud computing networks, 
challenges still need to be addressed before 
these techniques can be widely adopted. 
Understanding the limitations and potential of 
machine learning approaches to network 
security can help researchers and practitioners 
develop more effective strategies for protect-
ing their systems in a highly interconnected 
world.
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1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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thorised devices by analyzing device charac-
teristics, communication patterns, and contex-
tual information. This enables the enforcement 
of access control policies and prevents unau-
thorized access to cloud resources [39].

Security analytics is another area where 
machine learning can be applied effectively. 
Machine learning models can identify poten-
tial security events or trends by aggregating 
and correlating data from various sources, such 
as device logs, network traffic, and system 
logs. This enables proactive threat mitigation 
and facilitates informed security decisions 
[40].

Machine learning can also help in the analysis 
of threat intelligence feeds and security-related 
data to identify emerging threats and vulnera-
bilities in IoT-based cloud computing. By 
integrating external threat intelligence sources 
with internal network data, machine learning 
models can provide real-time threat detection, 
allowing quick response and mitigation 
measures [41].

Privacy and data protection are important 
considerations in IoT environments. Machine 
learning techniques, such as differential priva-
cy, data anonymization, and encryption, can be 
employed to secure IoT data while preserving 
its utility for analysis and insights [42].

Furthermore, machine learning can facilitate 
predictive maintenance and security. By 
analyzing historical data on device perfor-
mance, maintenance logs, and security events, 
machine learning models can identify patterns 
that lead to security vulnerabilities or device 

failures. This enables proactive maintenance 
and security measures to prevent future 
incidents [43].

The analysis demonstrates how machine learn-
ing techniques can be applied in IoT-based 
cloud computing to enhance network security. 
By leveraging the capabilities of machine 
learning algorithms, organizations can detect 
and prevent security threats, improve access 
control mechanisms, analyze security-related 
data, protect privacy, and implement proactive 
security measures. Continuous training, evalu-
ation, and collaboration with experts are essen-
tial to ensure the effectiveness and accuracy of 
the machine learning models in evolving threat 
landscapes [44].

6.  Conclusion

To validate the security of the system, binary 
classification is utilized for detecting attacks 
on cloud networks. Random forest classifiers 
achieved an accuracy of around 96.0%, while 
K nearest classifier had an accuracy of 93% 
and a precision value of 0.96. The proposed 
model ensures big data security against 
intrusion attacks on the network. While 
machine learning techniques can be powerful 
for protecting cloud computing networks, 
challenges still need to be addressed before 
these techniques can be widely adopted. 
Understanding the limitations and potential of 
machine learning approaches to network 
security can help researchers and practitioners 
develop more effective strategies for protect-
ing their systems in a highly interconnected 
world.
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1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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1.  Introduction

 The convergence of IoT (Internet of 
Things) and cloud computing has revolution-
ized the way we interact with and manage vast 
networks of interconnected devices. IoT-based 
cloud computing systems enable seamless 

communication, data storage, and analysis, 
facilitating a wide range of applications across 
industries. However, this rapid proliferation of 
IoT devices and the utilization of cloud 
services also bring forth significant network 
security challenges. The need to protect sensi-
tive data, ensure device integrity, and 

safeguard against emerging threats has become 
paramount [1].

To address these challenges, machine learning 
techniques have emerged as a powerful 
approach to enhance network security in 
IoT-based cloud computing environments. 
Machine learning algorithms have the capacity 
to analyze massive volumes of data generated 
by IoT devices and cloud services, enabling the 
identification of patterns, anomalies, and 
potential security threats. By leveraging 
machine learning capabilities, organizations 
can significantly strengthen their network 
security posture and mitigate the risks associat-
ed with IoT deployments[2].

This paper aims to explore the analysis of 
network security in IoT-based cloud comput-
ing using machine learning. We will delve into 
how machine learning techniques can be 
applied to bolster network security, such as 
intrusion detection, anomaly detection, device 
authentication, security analytics, threat intelli-
gence, and privacy protection. Furthermore, 
we will examine the implications of machine 
learning in enabling predictive maintenance 
and proactive security measures within 
IoT-based cloud computing environments [3].

By harnessing the power of machine learning, 
organizations can better safeguard their IoT 
networks, protect sensitive data, and respond 
effectively to emerging threats. This paper will 
provide insights into the potential benefits, 
challenges, and considerations in implement-
ing machine learning-based network security 
strategies in IoT-based cloud computing[4][5].

Figure 1: Unauthorized access of data

Machine learning algorithms can analyze 
network traffic data from IoT devices to identi-
fy patterns associated with known attacks or 
intrusions. By monitoring network packets, 
data payloads, and device behavior, machine 
learning models can detect and raise alerts for 
suspicious activities, helping prevent unautho-
rized access and data breaches [6].

IoT devices generate massive amounts of data, 
and machine learning can be utilized to identi-
fy abnormal patterns or behaviors. By training 
models on historical data, machine learning 
algorithms can learn the normal behavior of 
IoT devices and detect any deviations that may 
indicate potential security threats. For exam-
ple, abnormal traffic patterns, unusual data 
transfers, or unexpected device behavior can 
be flagged for further investigation [7].

Machine learning can enhance device authenti-
cation mechanisms in IoT-based cloud 
computing. Machine learning models can 
differentiate between legitimate and unautho-
rised devices by analyzing device characteris-
tics, communication patterns, and contextual 

information. This helps enforce access control 
policies and prevent unauthorized access to 
cloud resources.]

Machine learning algorithms can be applied to 
analyze security-related data from IoT devices 
and cloud environments. Machine learning 
models can identify potential security events or 
trends by aggregating and correlating data 
from multiple sources, such as device logs, 
network traffic, and system logs. This enables 
proactive threat mitigation and aids in making 
informed security decisions [8].

Threat Intelligence and Response: Machine 
learning can assist in the analysis of threat 
intelligence feeds and security-related data to 
identify emerging threats and vulnerabilities in 
By integrating external threat intelligence 
sources with internal network data, machine 
learning models can provide real-time threat 
detection, enabling quick response and mitiga-
tion measures [9].

IoT devices often handle sensitive data, and 
machine learning can protect privacy. By 
applying machine learning techniques such as 
differential privacy, data anonymization, and 
encryption, IoT data can be secured while 
maintaining its utility for analysis and insights. 
Machine learning can help predict and prevent 
security incidents in IoT-based cloud comput-
ing environments. By analyzing historical data 
on device performance, maintenance logs, and 
security events, machine learning models can 
identify patterns that lead to security vulnera-
bilities or device failures. This enables proac-
tive maintenance and security measures to 

prevent future incidents [10].

It's crucial to continuously train and update 
machine learning models in IoT-based cloud 
computing environments to adapt to evolving 
threats. Regular evaluation, monitoring, and 
collaboration with domain experts are neces-
sary to ensure the effectiveness and accuracy 
of these models. Additionally, implementing 
security best practices such as secure device 
provisioning, network segmentation, and 
encryption protocols in conjunction with 
machine learning can create a comprehensive 
security framework for IoT-based cloud 
computing networks.

Figure 2: Cloud deployment Models

2.  Related Work

In [11] proposed an intrusion detection system 
for IoT-based cloud computing using a deep 
learning approach. The study employed deep 
neural networks to analyze network traffic data 
and detect malicious activities. The model 
achieved high accuracy in identifying various 
types of attacks, highlighting the effectiveness 
of deep learning in IoT network security.

[12] presented a machine learning-based 
anomaly detection framework for IoT 
networks in cloud computing. The research 
focused on analyzing network traffic patterns 
to identify deviations from normal behavior. 
The proposed framework utilized machine 
learning algorithms, including clustering and 
classification, to detect anomalous activities in 
real-time.

In this paper [13] explored the use of machine 
learning techniques for threat intelligence in 
IoT-based cloud computing environments. The 
study integrated external threat intelligence 
feeds with network data to identify and classify 
emerging threats. Machine learning models 
were employed to analyze the data and provide 
timely threat detection and response.

Privacy preservation in IoT-based cloud 
computing has also received attention. Author 
proposed a privacy-preserving framework 
based on machine learning for IoT networks. 
The approach employed techniques such as 
differential privacy and data anonymization to 
protect sensitive data while still allowing 
effective analysis and insights. Predictive 
maintenance and security have been addressed 
through the application of machine learning in 
IoT-based cloud computing. The research 
focused on analyzing historical device perfor-
mance data and maintenance logs to predict 
security vulnerabilities and device failures. 
Proactive maintenance measures and security 
enhancements were then implemented to 
prevent future incidents.

These studies highlight the diverse applica-

tions of machine learning in improving 
network security within IoT-based cloud 
computing. By leveraging machine learning 
algorithms, organizations can detect 
intrusions, identify anomalies, analyze threat 
intelligence, protect privacy, and implement 
predictive security measures. However, 
challenges such as data quality, model robust-
ness, and scalability must be addressed to 
ensure the effectiveness and practicality of 
machine learning-based network security 
solutions in real-world deployments. The 
concepts of big data, the Internet of Things, 
and cloud computing are closely related and 
have the potential to bring significant benefits 
to industries such as healthcare and engineer-
ing. However, concerns related to their 
interconnectivity are also addressed in the 
proposed methodology outlined in [14].

Smart homes rely on the Internet of Things 
(IoT), which generates significant amounts of 
data from sensors and actuators for various 
activities. The utilization of IoT applications 
benefits homeowners and industrialists alike. A 
study proposed in paper [15] focuses on the use 
of cloud computing and fog nodes to store, 
network, and process IoT data. The methodolo-
gy was validated using a Canadian smart home 
dataset and demonstrated promising results.

Cloud-based architectures provide computa-
tional models for performing big data opera-
tions, offering cost efficiency, elasticity, and 
virtualization benefits. Security concerns arise 
as data stored in the cloud is operated over the 
internet. The paper [16] proposes a big 
data-based security model for the cloud called 

software-based solution could be entirely 
secure due to inconsistent internet security 
standards, so they suggested using a smart card 
as a mediator on the cloud side. The smart card 
would encrypt the data before loading it into 
the database and decrypt it before sending it to 
the user. This approach assumes that the client 
and the cloud communication occurs securely. 
The system has processing power and memory 
capacity limitations due to the smart card's 
limitations and the challenges of inserting it 
into the cloud provider's server. Therefore, it is 
not a practical solution for outsourcing sensi-
tive data, and the situation worsens if the 
database system needs to be distributed.

Imran et al. [22] proposed a technique to 
secure data stored on untrusted cloud provid-
ers. The authors differentiated between private 
and public data by encrypting sensitive infor-
mation and storing it on a smart USB key. 
Non-sensitive data was stored in plain text on a 
public cloud server. However, this approach is 
not practical for general usage as it necessitates 
the use of a USB key to access or query the 
data. To connect the two segments, a distribut-
ed protocol was suggested.

Tabassum et al. [23] proposed an approach to 
improve the security of data stored with 
untrusted cloud providers by utilizing encryp-
tion techniques, a proxy, and the user's applica-
tion. The method consists of six encryption 
techniques to handle different types of queries 
that cannot be solved with a single encryption 
algorithm. Other research studies in this area 
are also available.

Peter et al. [24] propose a new approach to 

enhance security by combining encryption 
techniques and a fragmentation methodology. 
The scheme's architecture is illustrated in 
Figure 1. The public clouds are composed of a 
master cloud and several slave clouds. The 
master cloud stores an encrypted clone of the 
entire database while individual public clouds 
store extended columns. Column-based 
fragmentation technique consists of two parts: 
master cloud and slave clouds. The whole 
database is encrypted with a highly secure 
encryption method and stored in the master 
cloud without providing the encryption key to 
the master cloud provider during initial setup. 
None of the keys are shared with the cloud 
service providers.

Abadi's study [25] developed a technique for 
secure query processing on cloud-based data 
storage using an order-preserving homomor-
phism encryption approach. The algorithm 
uses a secret-splitting strategy to enable the 
CSP to handle complex SQL queries. The 
proposed PHE approach provides a balance 
between security and efficiency in real-world 
settings, and is both effective and cost-effi-
cient. To evaluate the algorithm's effectiveness 
in terms of overhead, query processing 
capability, storage, and computational costs, 
CSPs and AUs will conduct further assess-
ments [26]

3. Security Concerns In Cloud

Integrity: Ensuring the integrity of information 
stored in a system is crucial to guarantee that 
the requested information accurately 
represents the original data and hasn't been 
tampered with by unauthorized parties. To 

Big Cloud. The main goal is to address security 
concerns through automatic security evalua-
tion. The system is validated using a case study 
of the Apache Hadoop stack, evaluating the 
strengths and weaknesses of the proposed 
methodology.

Big data faces several challenges due to data 
storage, data misuse, and illegal access. This 
research [17] addresses these issues and 
proposes an encryption technique for 
large-scale data storage in multiple cloud 
storages. The study's main objective is to 
provide a secure architecture that restricts 
unauthorized access to the system. The 
proposed framework involves processes such 
as uploading, slicing, indexing, distributing, 
decrypting, retrieving, and combining data. 
The study introduces a hybrid cryptographic 
method to secure vast amounts of data before 
storing them in multiple clouds.

The proposed methodology in this study [18] 
starts by examining the already in-use tiered 
cloud architectures before presenting a 
solution for storing massive data. The study 
then focuses on the usage of a P2P Cloud 
System (P2PCS) for processing and analyzing 
large data. Additionally, a case study is 
presented, which is related to the healthcare 
system, and offers a hybrid mobile cloud 
computing approach consisting of cloudlets. 
The Mobile Cloud Computing Simulator 
(MCCSIM) is used to simulate the model, and 
the hybrid cloud model outperforms classic 
cloud models by up to 75%. To validate the 
security and privacy safeguards, the system is 
evaluated against potential threats.

Data in big data may be organized, unstruc-
tured, or semi-structured, providing critical 
insights for businesses to make informed 
decisions. Many businesses rely on big data to 
manage and analyse their data stores. Storage 
management is crucial to big data management 
to ensure that data is stored properly, securely, 
and readily available. Despite the numerous 
benefits of big data technology, it still faces 
storage management challenges, especially 
when combined with cloud computing, such as 
the significant issue of data security. This 
paper [19] addresses the aforementioned 
security challenge.

Jaleel [20] proposed a fragmentation scheme 
based on columns, where the server side stores 
encrypted pieces of data. Each fragment is 
assigned a unique ID to support queries 
through two processing stages. First, the client 
sends the ID to fetch data from the server, and 
then the client decrypts the fragment before 
using it for the query. The result is returned 
after executing the query on the fetched 
fragment. However, this method may not be 
suitable for large datasets as it requires signifi-
cant overhead for the entire database. Addi-
tionally, the need to fetch the entire database to 
the client side eliminates the benefits of cloud 
computing's storage capabilities, and the need 
to perform the query twice slows down the 
overall performance. Thus, this strategy is not 
an ideal solution for this problem as it hinders 
the primary benefit of cloud computing's 
storage.

Tabassum [21] proposed a solution to the 
challenge of data confidentiality when 
outsourcing a database. They argued that no 

4.1. Dataset Collection
The initial stage of the research involves 
gathering pertinent data. The UNR-IDD 
dataset is the focus of our investigation, which 
includes port statistics and TCP port data 
indicating changes in port statistics over a 
designated period. By examining network 
traffic at the port level where decisions are 
made, the port statistics offer a comprehensive 
analysis that enables the prompt detection of 
potential security breaches [30].

4.2. Preprocessing
This phase involves preprocessing operations 
on the dataset to remove artifacts such as null 
values and fabricated data. Proper preprocess-
ing is fundamental as it greatly influences 
classification performance. If the data is not 
preprocessed correctly, the model will not 
produce the desired output [31].

4.3. Feature Extraction
The following data features have been 
captured in the targeted dataset:
Metrics and magnitudes are gathered from 
each port within the SDN during a simulated 
flow between two hosts in order to provide port 
statistics.

Delta Port Statistics: Change in collected 
metrics from each port within the SDN during 
a simulated flow between two hosts, observed 
over a 5-second interval for increased intrusion 
detection detail[32].

Flow Entry and Flow Table Statistics: Metrics 
that offer information on the network's switch 
conditions, gathered in any network environ-

ment, together with port statistics.

 4.4. Training
In this phase, the model is trained for the task 
of evaluating network breaches. To address the 
challenge of tail classes, a targeted dataset is 
created with sufficient samples to enable 
machine learning classifiers to perform well. 
Furthermore, the dataset ensures completeness 
by having no missing data. In the proposed 
research, Random Forest and K-nearest neigh-
bor are utilized to train the model [33].

4.5. Classification
The aim of this binary classification is to 
differentiate between normal operations and 
intrusions, with the ability to predict whether a 
network is under attack. However, the model 
does not provide information about the type or 
nature of the attack. Figure 5 shows data flow 
diagram of proposed systemc[34].

Figure 5: Data flow diagram

5. RESULTS
 For the simulation of our proposed model we 
use Google Colaboratory where we implement 
our system using python. They diagram below 
shows the feature selection plot from our 
dataset [35].

protect against potential data loss, each 
network service typically has multiple backup 
systems in place. Regular backups of data are 
usually stored on removable media, which are 
kept off-site for additional security [27].

Availability: In the context of computer securi-
ty, availability refers to the assurance that 
authorized users can access computational 
resources and services whenever they need to. 
This is crucial for ensuring the uninterrupted 
operation of mission-critical systems, as any 
unauthorized activity that hinders access to 
these resources can have serious consequenc-
es. Therefore, maintaining high availability is a 
fundamental aspect of a robust security strate-
gy [28].

Confidentiality: Maintaining data confidential-
ity is critical to prevent unauthorized access to 
sensitive information by third parties. Unau-
thorized access can occur through various 
means such as social manipulation, technical 

vulnerabilities, or failure to encrypt communi-
cations between clients and servers. Social 
manipulation can lead to actual loss of confi-
dentiality while technical vulnerabilities can 
result in compromised security. Therefore, it is 
important to adopt appropriate measures to 
ensure data confidentiality [29].

Figure 3: Security Concerns in Cloud

4.  METHODOLOGY 

The methodology of the proposed research is 
shown in figure 4 and is divided into the 
following:

Figure 7: Accuracy Curve

In IoT-based cloud computing, network securi-
ty is critical due to the large-scale deployment 
of IoT devices and the diverse nature of their 
communication. Machine learning techniques 
can play a crucial role in enhancing network 
security by leveraging the power of algorithms 
to analyze data and identify patterns or anoma-
lies that indicate potential security threats [36].

One key application of machine learning is 
intrusion detection, where algorithms analyze 
network traffic data from IoT devices to identi-
fy known attack patterns. By examining 
network packets, data payloads, and device 
behavior, machine learning models can learn to 
recognize signatures of previous attacks and 
raise alerts when similar patterns are detected. 

This helps prevent unauthorized access and 
data breaches [37].

Another important aspect is anomaly detec-
tion. IoT devices generate massive amounts of 
data, and machine learning algorithms can be 
trained to understand the normal behavior of 
these devices. By analyzing historical data, 
machine learning models can identify devia-
tions from the norm that may indicate security 
risks. For example, abnormal traffic patterns, 
unexpected data transfers, or unusual device 
behavior can be flagged for further investiga-
tion [38].

Machine learning can also contribute to device 
authentication and access control in IoT-based 
cloud computing. Machine learning models 
can differentiate between legitimate and unau-

Figure 5: Feature Selection

A visual representation of the binary classifier 
labels is presented in Figure 6.

Figure 6: Packet Matching
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