
proposed approach by incorporating additional 
features and using more advanced machine 
learning techniques. Additionally, the 
proposed approach can be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection. 
Further research can also explore the use of 
ensemble methods and deep learning 
techniques for identifying phishing attacks.
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1.  Introduction

 Cyber security is the safety of 
records/statistics, property, services, and 
systems of cost to reduce the possibility of 
loss, damage/corruption, compromise, or 

misuse to a stage commensurate with the cost 
assigned. As time-sharing structures emerged 
within the mid to past-due 1960s and more 
than one job and users have been capable of 
running on equal time, controlling the get 
admission to the facts in the system became a 
primary point of the subject. One answer that 

turned into used become to manner categorized 
statistics one degree at a time and "sanitize" the 
device after the jobs from one stage have been 
run and earlier than the jobs for the subsequent 
stage were run. This approach to pc protection 
became referred to as durations processing 
because the jobs for every level had been all 
run over their particular length of the day. This 
becomes an inefficient manner to use the 
device, and an effort changed into made to 
locate greater green software solutions to the 
multilevel security problem. Another approach 
is including extra functions or mechanisms in a 
laptop gadget another manner of enhancing 
laptop security. The mechanisms offered in this 
phase are grouped into authentication mecha-
nisms, get admission to control and inference 
manipulation. The other approach to improv-
ing the safety of a system is to difficulty the 
system to rigorous warranty strategies on the 
way to increase one's self-belief that the 
system will perform as preferred. Among those 
strategies are penetration analysis, formal 
specification and verification, and covert 
channel evaluation. None of these techniques 
assure a stable system. The best boom is one's 
self-belief inside the protection of the gadget 
[1].

During the Initial Response, the gathering of 
data regarding the incident that began inside 
the previous section maintains. The goal is to 
accumulate enough data to allow the formula 
of an adequate response method in the next 
step. Typically, the data this is amassed in this 
step includes interviews of any individuals 
concerned in reporting the suspected incident, 
and available network surveillance logs or IDS 

reviews, which can suggest that an incident 
took place. The aim of the formulation of the 
response strategy is "thinking about the totality 
of the occasions" that surround the incident. 
These occasions include the criticality of the 
affected systems or statistics, what sort of 
attacker is suspected, and what the overall 
harm would possibly amount to. A business 
enterprise's response posture, which defines its 
coverage concerning the response to pc protec-
tion incidents, might also have a big effect on 
the choice of a reaction method. During the 
research of the incident, exceptional varieties 
of proof relevant to the incident, e.g. Host- or 
network-based proof, are accumulated with the 
purpose to reconstruct the occasions that 
comprise the computer protection incident. 
This reconstruction ought to provide reasons 
for what came about, when, how, or why it 
occurred, and who is accountable. To gain this, 
an investigation is usually divided into two 
steps: Data Collection and Data Analysis. The 
cause of the Resolution section is to take the 
right measures to contain an incident, remedy 
the underlying troubles that brought on the 
incident, and take care that a similar incident 
will now not occur once more. All the import-
ant steps completed must be taken and their 
progress supervised to verify that they may be 
powerful. Adjustments to the affected systems 
must be best completed after amassing viable 
evidence, otherwise, that evidence is probably 
lost. After the resolution of the incident is 
entire, it may be necessary to update protection 
rules or the IR techniques, if the reaction to the 
incident uncovered a weak spot in contempo-
rary exercise [2].

Artificial intelligence in cyber security is 
beneficial as it improves how safety profes-
sionals examine, look at, and understand 
cybercrime. It complements the cyber protec-
tion technology that businesses use to fight 
cybercriminals and assist keep groups and 
customers secure. On the opposite hand, artifi-
cial intelligence can be very aid extensive. It 
may not be sensible in all applications. More 
importantly, it can also serve as a new weapon 
inside the arsenal of cybercriminals who use 
the generation to hone and enhance their cyber 
attacks. Synthetic intelligence in cyber security 
is beneficial as it improves how safety profes-
sionals examine, look at, and understand 
cybercrime. It complements the cyber protec-
tion technology that businesses use to fight 
cybercriminals and assist keep groups and 
customers secure. On the opposite hand, artifi-
cial intelligence can be very aid extensive. It 
may not be sensible in all applications. More 
importantly, it can also serve as a new weapon 
inside the arsenal of cybercriminals who use 
the generation to hone and enhance their cyber 
attacks. Artificial intelligence is a developing 
area of interest and investment in the cyber 
protection community. Let's hash it out. How 
artificial intelligence cyber security features 
improve digital safety ideally, if you're like 
many modern-day corporations, you have 
more than one tier of protection in location — 
perimeter, community, endpoint, software, and 
statistics security measures. For example, you 
could have hardware or software firewalls and 
network security answers that track and deter-
mine which network connections are allowed 
and block others. If hackers make it past these 
defenses, then they'll be up against your antivi-

rus and antimalware solutions. Then possibly 
they'll face your intrusion detection/intrusion 
prevention answers (IDS/IPS), and many 
others [3].

Not a lot of scarce literary resources describing 
attempts to apply Artificial Intelligence strate-
gies in Incident Handling, however, based on 
our enjoyment of the introduction of Artificial 
Intelligence strategies in Tactical, and particu-
larly, Operational Cyber Intelligence, we've 
got come to the conclusion that gift the primary 
characteristic of Artificial Intelligence in 
Incident Handling can be fixing a category 
challenge, i.e. The unambiguous reference of 
the modern-day incident to one of the elements 
of the Classification Scheme, where for every 
element applicable techniques and workflows 
have been developed [4].

For the long term, the IR technique has been 
driven and completed with the aid of people. 
Automation in the execution of cyber attacks 
has significantly expanded the tempo with 
which assaults are now carried out, making it 
difficult for human analysts to follow. Alert 
fatigue is a commonplace problem among 
safety teams that are overwhelmed with the aid 
quantity and pace of in recent times automated 
cyber assaults. AI rises as a method to address 
this problem, being already gifted within the 
discipline of cyber security, both in literature 
and security products. AI is also used as an 
offensive device for carrying out cyber 
assaults, leading to the necessity of leveraging 
AI for protection as a way of tackling the speed 
and volume of such assaults. It is equally 
important, even though, to not forget the AI it 

as a goal for the cyber attack. For the long 
term, the IR technique has been driven and 
completed with the aid of people. Automation 
in the execution of cyber attacks has signifi-
cantly expanded the tempo with which assaults 
are now carried out, making it difficult for 
human analysts to follow. Alert fatigue is a 
commonplace problem among safety teams 
that are overwhelmed with the aid quantity and 
pace of in recent times automated cyber 
assaults. AI rises as a method to address this 
problem, being already gifted within the 
discipline of cyber security, both in literature 
and security products. AI is also used as an 
offensive device for carrying out cyber 
assaults, leading to the necessity of leveraging 
AI for protection as a way of tackling the speed 
and volume of such assaults. It is equally 
important, even though, to not forget the AI as 
a goal for cyber attack [5].

2.  Vulnerability Assessment

In the contemporary interconnected and 
digitized world, the cybersecurity landscape 
has grown increasingly intricate and sophisti-
cated. Organizations now confront a myriad of 
perils posed by cyber criminals who exploit 
vulnerabilities in their systems and networks, 
aiming to illicitly access sensitive information, 
disrupt operations, or inflict financial losses. 
To confront and mitigate these risks, organiza-
tions employ a range of security measures, 
among which vulnerability assessment emerg-
es as a pivotal component of their comprehen-
sive cybersecurity and incident response strate-
gies. Undoubtedly, vulnerability assessment 
assumes paramount importance within the 

realm of cybersecurity administration. It 
entails the meticulous identification of vulner-
abilities present in software and systems, 
constituting a proactive process of scanning 
and scrutinizing potential targets and emerging 
threats with the aim of averting malicious 
attacks [6]. The domain of Vulnerability 
Assessment has reached a considerable level of 
maturity; however, keeping up with the wide 
range of computing and digital devices requir-
ing scrutiny poses a significant challenge [7]. 
This practice revolves around a methodical 
approach to pinpointing and assessing vulnera-
bilities existing within an organization's IT 
infrastructure, applications, and systems. It 
encompasses proactive scanning, testing, and 
analysis of potential weaknesses that may be 
exploited by malicious individuals. Conven-
tional approaches to vulnerability assessment 
have predominantly relied on manual 
techniques and static rule-based systems, 
which frequently struggle to match the pace of 
the evolving threat landscape and the relentless 
growth in both the volume and intricacy of 
vulnerabilities [8]. The advent of artificial 
intelligence (AI) has brought about a transfor-
mative shift in the realm of cybersecurity, 
encompassing vital aspects such as vulnerabili-
ty assessment and incident response. AI 
introduces fresh capabilities and efficiencies 
that hold the potential to greatly enhance the 
effectiveness and efficiency of these pivotal 
security processes. Through harnessing 
machine learning algorithms, natural language 
processing (NLP), and deep learning method-
ologies, AI-powered vulnerability assessment 
empowers organizations to identify, analyze, 
and address vulnerabilities in a more proactive, 

precise, and timely manner. As highlighted by 
Cybersecurity Ventures, a staggering 111 
billion lines of new software code are generat-
ed worldwide on an annual basis (Ventures, 
2017). By employing automated mechanisms 
to aid in vulnerability detection prior to system 
deployment, product teams can dedicate more 
attention to feature development and perfor-
mance enhancement. The proliferation of 
devices and applications being deployed 
presently not only amplifies the risks associat-
ed with networked systems but also furnishes a 
rich trove of training data for utilization in 
conjunction with artificial intelligence 
techniques [9]. The role of AI in vulnerability 
assessment assumes a multifaceted nature [10].

a) Artificial intelligence (AI) possesses the 
ability to automate and streamline the 
entire vulnerability assessment process, 
mitigating the need for manual efforts and 
empowering security teams to focus on 
tasks of greater value. Through the utiliza-
tion of machine learning algorithms, AI 
can analyze extensive datasets comprising 
system logs, network traffic, and historical 
vulnerability information. This analysis 
facilitates the identification of patterns 
and anomalies that may signify potential 
vulnerabilities. Furthermore, AI can 
continuously learn and adapt to emerging 
threats and attack techniques, thereby 
bolstering the overall resilience of the 
vulnerability assessment process.

b) AI serves as a catalyst for more advanced 
and sophisticated vulnerability detection 
and analysis. Leveraging deep learning 
techniques, such as Convolution Neural 

Networks (CNNs), Recurrent Neural 
Networks (RNNs), and Generative Adver-
sarial Networks (GANs), AI models can 
extract insightful information from 
complex datasets, including unstructured 
sources like security reports, blogs, and 
research papers. This capability empowers 
organizations to identify previously 
unknown vulnerabilities and effectively 
detect emerging threats.

c) AI-based vulnerability assessment signifi-
cantly contributes to incident response by 
expediting the identification of vulnerabil-
ities with greater accuracy. Consequently, 
security teams can allocate resources and 
prioritize tasks accordingly. By reducing 
the time between vulnerability detection 
and remediation, organizations can 
substantially diminish their exposure to 
potential attacks and minimize the impact 
of security incidents.

Below is a diagram illustrating the vulnerabili-
ty management life cycle, outlining the 
optimal steps to assess vulnerabilities within a 
system:

1. Identify and Uncover Neglected Devices 
and Assets: Thoroughly examine the 
network to identify any devices or assets 
that may have been overlooked or forgot-
ten.

2. Prioritize and Sequence Assets: Evaluate 
the importance and value that each asset 
contributes to the company, and prioritize 
them accordingly.

3. Comprehensive Scanning: Even after 

powered by AI algorithms monitor network 
traffic, detecting trends and abnormalities that 
may signify a security breach. Additionally, 
AI-driven cyber threat hunting helps uncover 
and track advanced persistent threats (APTs) 
lurking within networks. Predictive analytics 
further empowers organizations to proactively 
identify and address potential threats before 
they materialize, bolstering proactive defense 
strategies [10].

2.1.2. Vulnerability Management
AI is instrumental in effective vulnerability 
management, offering robust solutions for 
vulnerability scanning and prioritization. 
AI-enabled tools assist businesses in identify-
ing and prioritizing issues that require remedi-
ation. Vulnerability management encompasses 
automating tasks such as penetration testing, 
security policy enforcement, and patch admin-
istration. Through AI, penetration testing can 
be automated, simulating attempts to exploit 
vulnerabilities and assessing the efficacy of 
existing security measures [10].

2.1.3. Compliance and Governance
AI finds valuable applications in ensuring 
compliance and governance within organiza-
tions. It aids in risk detection, monitoring 
adherence to regulations and policies, and 
enforcing compliance. For instance, AI 
automates compliance reporting and monitor-
ing, ensuring companies adhere to regulations 
like HIPAA and GDPR. By analyzing exten-
sive data sets, AI can assess risks, identify 
potential threats and weaknesses, and provide 
recommendations for suitable mitigation 
strategies. Furthermore, AI can automatically 

detect and prevent policy violations, ensuring 
policy compliance across the organization 
[11].

2.2.    Identifying Vulnerabilities
There are a lot of ways that we can use in order 
to automate the process of identifying the 
vulnerabilities. Some of these ways are listed 
and explained below:

2.2.1. Automated Code Analysis
Utilizing AI algorithms, software code can 
undergo comprehensive analysis to unveil 
potential vulnerabilities. This approach facili-
tates the early identification of vulnerabilities. 
Static analysis techniques examine code 
without executing it, seeking out known code 
patterns, unsafe practices, or insecure coding 
methodologies that may give rise to vulnerabil-
ities. Dynamic analysis techniques, on the 
other hand, involve executing the code in 
controlled environments, closely monitoring 
its behavior, and uncovering any security 
weaknesses. It's worth noting that dynamic 
analysis, in contrast to static analysis, conducts 
its evaluation during runtime on a live system. 
This entails executing the code with specific 
test cases to fulfill defined coverage criteria, 
albeit this process tends to be time-intensive 
[12].

2.2.2. Network Traffic Analysis
AI plays a pivotal role in scrutinizing network 
traffic data to discern anomalies or patterns 
that may indicate potential vulnerabilities. By 
monitoring the flow of network traffic, AI 
algorithms can identify suspicious activities 
like port scanning, atypical packet behaviors, 

or attempted network intrusions. The surge in 
network traffic coupled with the evolution of 
artificial intelligence necessitates novel 
approaches to intrusion detection, malware 
behavior analysis, and the categorization of 
internet traffic and other security aspects. 
Machine learning (ML) exhibits impressive 
capabilities in addressing these network-relat-
ed challenges [13].

2.2.3. Vulnerability Scanning
vulnerability scanners can autonomously 
conduct comprehensive scans of systems, 
networks, or applications to unveil known 
vulnerabilities. These scanners harness AI 
techniques to compare the gathered data 
against established vulnerability databases, 
exploit frameworks, or attack signatures, 
discerning the presence of any vulnerabilities 
[14].

1.1.4. Behavior Monitoring and Anomaly 
Detection
AI algorithms possess the ability to learn and 
understand typical system or user behaviors, 
allowing them to identify deviations that could 
potentially indicate vulnerabilities. Through 
the analysis of system logs, user activities, or 
system behaviors, AI systems have the capaci-
ty to detect anomalies that may serve as red 
flags for unauthorized access attempts, 
privilege escalation, or other security breaches 
[10].

1.1.5. Natural Language Processing (NLP)
Leveraging the power of NLP techniques, 
textual sources such as security advisories, 
vulnerability reports, or user feedback can 

undergo thorough analysis. AI algorithms 
excel at extracting and scrutinizing pertinent 
information, recognizing vulnerability-specific 
keywords, and comprehending the contextual 
nuances surrounding reported vulnerabilities 
[10].

3.  Machine Learning-based 
Classification

Through the application of machine learning 
algorithms, datasets labeled with vulnerability 
information can serve as training material for 
code, network traffic, or system log classifica-
tion. These algorithms acquire the ability to 
discern whether a given instance is vulnerable 
or non-vulnerable by assimilating patterns and 
indicators extracted from historical data. This 
knowledge empowers them to effectively 
identify new instances of vulnerabilities based 
on their learned expertise [10].

4.  DEEP LEARNING

Harnessing the potential of deep learning 
techniques, including convolutional neural 
networks (CNNs) and recurrent neural 
networks (RNNs), proves valuable in scruti-
nizing intricate and unstructured data to uncov-
er vulnerabilities. For instance, CNNs excel at 
processing images depicting software interfac-
es or network diagrams, while RNNs excel at 
analyzing sequences of events or logs, 
enabling the detection of vulnerability-related 
patterns [10].

5.  DATA FUSION
 
AI systems excel at merging data from diverse 
sources, such as vulnerability databases, 
security feeds, or system logs, to construct a 
comprehensive and holistic perspective of 
potential vulnerabilities. By correlating infor-
mation gleaned from these distinct sources, AI 
algorithms bolster the accuracy and depend-
ability of vulnerability identification, enabling 
more robust cyber security measures.

6.  Intrusion Detection And 
Prevention

Intrusion detection and prevention involve the 
continuous monitoring of system logs and also 
the network traffic to identify potential securi-
ty breaches. A crucial role in this process by 
collecting and analyzing large amounts of data 
in real-time is played by automated security 
tool. These tools employ various techniques 
such as signature-based detection, anomaly 
detection, and behavior-based analysis to 
identify suspicious activities or patterns that 
may indicate unauthorized access attempts or 
other security threats. However, despite the 
automation provided by these tools, the exper-
tise and judgment of human analysts remain 
essential. Human analysts are responsible for 
reviewing the findings and analysis generated 
by the automated systems. They assess the 
severity and context of the detected threats, 
investigate any false positives or false 
negatives, and determine the appropriate 
response strategy. Human analysts bring their 
knowledge, experience, and critical thinking 
skills to interpret the data, validate the 

findings, and make informed decisions about 
how to respond effectively to the detected 
threats [15].

While automation streamlines the detection 
process and provides initial insights, human 
analysts add a layer of intelligence and contex-
tual understanding that cannot be replicated by 
machines alone. Their involvement ensures 
that the response to detected threats is tailored 
to the specific circumstances, aligns with 
organizational policies and priorities, and 
minimizes the risk of false positives or unnec-
essary disruptions to legitimate network activi-
ties. Human analysts also play a crucial role in 
adapting the intrusion detection and prevention 
systems to evolving threats by continuously 
learning from new attack techniques and 
adjusting the system configurations according-
ly [15].

In this topic, we will explore the initial three 
subtopics: Network-based Intrusion Detection 
and Prevention (NIDP), Host-based Intrusion 
Detection and Prevention (HIDP), and Intru-
sion Detection and Prevention Systems 
(IDPS).

6.1 Network-based Intrusion Detection and 
Prevention (NIDP)
Network-based Intrusion Detection and 
Prevention (NIDP) entails the surveillance of 
network traffic to identify and respond to 
potential intrusions. NIDP utilizes various 
techniques to analyze packet-level data and 
identify abnormal or malicious behavior. A 
fundamental approach in NIDP is packet 
analysis, which involves scrutinizing network 

packet headers and contents to identify 
patterns or anomalies indicating potential 
intrusions. Common techniques employed in 
packet analysis include deep packet inspection 
(DPI) and protocol analysis [16].

Anomaly detection is another crucial aspect of 
NIDP, involving the establishment of baseline 
behavior for comparison against current 
network activity to identify deviations. Statisti-
cal methods, machine learning algorithms, and 
behavioral analysis are frequently employed in 
anomaly detection to identify anomalies. By 
comparing present network traffic patterns to 
historical data or predefined thresholds, NIDP 
systems can generate alerts or implement 
preventive measures [17].

Signature-based detection is a well-established 
technique in NIDP, which entails comparing 
network traffic against a database of known 
attack signatures. If a match is found, the 
system raises an alert. Although signa-
ture-based detection efficiently identifies 
known attacks, it may struggle with detecting 
novel or previously unseen attack patterns. To 
overcome this limitation, intrusion detection 
and prevention systems often combine signa-
ture-based detection with anomaly-based 
approaches for heightened security [18].

Network traffic monitoring is an integral part 
of NIDP, encompassing the collection and 
analysis of network flow data, including 
source and destination IP addresses, ports, 
protocols, and session duration. Through 
network flow analysis, security administrators 
can identify suspicious patterns such as abnor-

mal data volumes or unusual communication 
patterns. Network flow data can also be 
utilized to visualize network activity and detect 
patterns that may not be discernible through 
other analysis techniques [19].

6.2 Host-based Intrusion Detection and 
Prevention (HIDP)
Host-based Intrusion Detection and Prevention 
(HIDP) focuses on monitoring activities and 
events on individual hosts or endpoints to 
protect against internal network-based attacks. 
HIDP techniques provide detailed visibility 
into host-level activities, playing a vital role in 
safeguarding systems. Log analysis is a key 
component of HIDP, as system logs contain 
valuable information regarding host activities, 
including login attempts, file accesses, system 
calls, and configuration changes. Analyzing 
log files enables security analysts to identify 
suspicious or unauthorized activities. Auto-
mated log analysis tools aid in detecting 
patterns or events of interest, facilitating 
efficient intrusion detection [20].

System call monitoring is another important 
HIDP technique that involves capturing and 
analyzing system calls made by programs or 
processes running on a host. By monitoring 
system calls, HIDP systems can detect 
malicious or abnormal behavior, such as unau-
thorized access attempts, privilege escalation, 
or file manipulation. Anomalies detected 
through system call monitoring can trigger 
alerts or proactive measures to mitigate poten-
tial risks. File integrity checking is a mecha-
nism employed to ensure the integrity of 
critical system files. HIDP systems often main-

tain hash or checksum values for each file and 
periodically verify their integrity by recalculat-
ing the hash and comparing it with the stored 
value. The detection of discrepancies indicates 
potential file modifications or tampering, 
which could signify a security breach [21].

Behavior-based detection techniques in HIDP 
involve the continuous monitoring and analy-
sis of process and application behavior running 
on hosts. This approach focuses on identifying 
deviations from expected behavior patterns, 
allowing for the detection of abnormal or 
potentially malicious activities. In conclusion, 
NIDP, HIDP, and IDPS form essential subtop-
ics in intrusion detection and prevention. By 
utilizing techniques such as packet analysis, 
anomaly detection, signature-based detection, 
log analysis, system call monitoring, and 
behavior-based detection, organizations can 
enhance their ability to identify and prevent 
intrusions, safeguarding their networks and 
systems from malicious activities [22].

6.3    Intrusion Detection and Prevention 
Systems (IDPS)
Intrusion Detection and Prevention Systems 
(IDPS) play a vital role in the identification 
and response to intrusions in computer 
networks and systems. These systems are 
designed to continuously monitor network 
traffic, host activities, and system logs, offer-
ing real-time capabilities for detecting and 
preventing threats. IDPS can operate in differ-
ent modes, including network-based, 
host-based, or a combination of both, to 
provide comprehensive security coverage. 
IDPS are built on a combination of technolo-

gies, methodologies, and algorithms to recog-
nize and mitigate security threats. To find 
malicious actions and potential vulnerabilities, 
they use cutting-edge detection techniques like 
signature-based detection, anomaly detection, 
and behavior-based analysis. [23].

Signature-based detection in IDPS involves 
comparing network traffic, host data, or system 
logs against known attack signatures or 
patterns. These signatures are derived from 
previously identified and documented 
malicious activities. If a match is found, the 
IDPS generates an alert, enabling security 
personnel to take appropriate actions. Signa-
ture-based detection is effective in identifying 
known attacks but may face challenges in 
detecting new or unknown attacks that lack 
pre-existing signatures. Anomaly detection is 
another essential component of IDPS. This 
technique involves establishing a baseline of 
normal behavior for the network or host and 
comparing ongoing activities against this 
baseline. Any deviation or anomaly from the 
established norm may indicate a potential 
intrusion. Anomaly detection algorithms 
utilize statistical methods, machine learning, 
and behavioral analysis to identify unusual 
patterns, network traffic spikes, or abnormal 
system behavior. By generating alerts based on 
detected anomalies, IDPS can aid in the detec-
tion of previously unseen or evolving threats. 
Behavior-based analysis is a proactive 
approach employed in IDPS to identify 
malicious activities based on the observed 
behavior of network traffic, applications, or 
system processes. By analyzing the sequence 
of actions, resource access patterns, or commu-

nication behavior, IDPS can detect deviations 
from expected behavior and raise alerts. 
Behavior-based analysis is particularly effec-
tive in detecting sophisticated attacks that may 
evade signature-based detection [24].

Apart from detection, IDPS also prioritize 
prevention and response. When a potential 
intrusion or suspicious activity is detected, 
IDPS can take various actions to prevent 
further harm or reduce the impact. These 
actions may involve blocking network traffic, 
isolating compromised hosts, resetting user 
sessions, or notifying security personnel for 
further investigation. IDPS can also integrate 
with other security systems, such as firewalls, 
to automatically enforce access control 
policies or update rule sets to enhance overall 
security.

6.4.    AI and Intrusion Detection and Preven-
tion
AI can augment the capabilities of human 
analysts and traditional security tools in sever-
al ways. Here are some examples:

6.4.1. Real-time monitoring
AI algorithms can analyze network traffic and 
system logs in real-time, allowing them to 
quickly identify and respond to potential 
threats. This is particularly useful in large or 
complex networks, where it may be difficult 
for human analysts to keep track of all the 
activity. AI can also flag potential threats that 
might otherwise go unnoticed by human 
analysts, such as low-level attacks that are 
designed to evade detection [25].

6.4.2. Anomaly detection
 AI can be trained to recognize normal patterns 
of network activity, and to flag any deviations 
from these patterns that might indicate the 
presence of a cyber threat. For example, AI can 
detect unusual login activity, identify attempts 
to exploit known vulnerabilities and alert 
security teams to potential threats that might 
otherwise go unnoticed. By detecting potential 
threats at an early stage, AI can help to 
minimize the damage caused by a cyber-attack 
[26].

6.4.3. Automated response
Automated response in cyber security refers to 
the use of AI-powered tools and algorithms to 
automatically perform certain actions in 
response to detected threats or security 
incidents. These automated actions help to 
prevent the spread of cyber-attacks and 
mitigate their impact. Let's explore an example 
to better understand how automated response 
works. Imagine a large organization with a 
sophisticated AI-powered intrusion detection 
system in place. This system continuously 
monitors the network for any suspicious activi-
ties or potential cyber threats. One day, the 
intrusion detection system identifies a series of 
network packets exhibiting patterns indicative 
of a DDoS (Distributed Denial of Service) 
attack. Upon detecting this potential threat, the 
AI-powered security tool automatically 
springs into action. It analyzes the incoming 
network traffic, identifies the malicious 
packets, and determines the best course of 
action to mitigate the attack. In this case, the AI 
system decides to block the IP addresses 
associated with the attacking packets. Using its 

automated response capabilities, the AI tool 
sends instructions to the organization's 
network infrastructure, specifically the 
firewalls or routers. These instructions result in 
the immediate blocking of the identified IP 
addresses, effectively stopping the malicious 
traffic from reaching the organization's 
network resources. Simultaneously, the AI 
system also initiates actions to isolate any 
infected systems within the organization's 
network. It identifies the compromised devic-
es, such as computers or servers that may be 
participating in the DDoS attack, and quaran-
tines them from the rest of the network. By 
isolating the infected systems, the AI tool 
prevents the attack from spreading further and 
causing additional damage to other network 
components [27].

In this scenario, the automated response 
capabilities provided by AI-powered security 
tools play a vital role in containing and mitigat-
ing the DDoS attack. By automatically block-
ing suspicious traffic and isolating infected 
systems, the AI system helps prevent the attack 
from disrupting the organization's network 
services and causing significant downtime. 
Furthermore, by automating these routine 
response tasks, the AI system reduces the 
workload on human analysts. Instead of spend-
ing time manually identifying and blocking 
malicious traffic, analysts can focus on more 
complex and strategic security tasks, such as 
investigating the root cause of the attack, 
identifying potential vulnerabilities, or 
fine-tuning the AI system's response 
algorithms.

Overall, the example highlights how automat-
ed response, facilitated by AI, can enhance an 
organization's ability to respond quickly and 
effectively to cyber threats. By leveraging AI's 
speed and precision, organizations can reduce 
response times, minimize the impact of 
attacks, and improve the efficiency of their 
security operations [28].

6.4.4. Predictive analysis
AI can also be used for predictive analysis, 
which involves using historical data to identify 
potential future threats. By analyzing patterns 
and trends in network activity over time, AI 
algorithms can identify potential vulnerabili-
ties and anticipate potential threats before they 
occur. This can help organizations to proac-
tively mitigate these threats before they can 
cause any damage.

However, it's important to remember that AI is 
not a panacea for all cyber security challenges, 
and it should be used in conjunction with other 
tools and techniques. For example, AI 
algorithms may not be able to detect advanced 
persistent threats (APTs) or zero-day vulnera-
bilities, which require human expertise and 
intuition to identify. Additionally, AI 
algorithms may be susceptible to false 
positives or false negatives, which can lead to 
unnecessary alerts or missed threats [29].

7.  Incident Response

Although they use different process methodol-
ogies, incident response and computer foren-
sics have similar goals. While both situations' 
primary goals are to investigate computer 

security incidents and contain their effects, 
incident response is more focused on bringing 
things back to normal while computer foren-
sics is more focused on producing evidence 
that can be used in court. 

An organization's response to improper or 
undesirable behavior using a computer or 
network component is known as an incident 
response. A methodical and well-planned 
approach should be employed to react rather 
than being caught off guard and launching a 
disorderly and potentially disastrous response. 
As a result, events are typically handled by a 
team known as the Computer Security Incident 
Response Team, or CSIRT, which is made up 
of individuals who possess the various certifi-
cations required for the response procedure 
[30].

7.1. Real time analysis of security events
The gathering, storing, and analyzing of all 
data relating to the incident that has occurred 
or is still occurring is one of the key activities 
in dealing with cyber security incidents [31].

Detecting security threats in real time is the 
responsibility of the security operations centre 
(SOC), a centralised organisation. It is an 
essential part of a CSIRT (Corporate Security 
Incident Response Team). A key piece of 
technology used in SOCs, SIEM systems 
collect security events from various sources 
within enterprise networks, normalise the 
events to a standard format, store the 
normalised events for forensic analysis, and 
correlate the events to detect malicious activi-
ties in real time. The authors of this essay 

emphasise the critical role SIEM systems play 
for SOCs, address current operational barriers 
to properly employing SIEM systems, and 
identify upcoming technical problems that 
SIEM systems will need to overcome to 
remain relevant [32].

7.2.    Automated Incident Triage
Recent years have seen a dramatic rise in the 
number of computer security incidents across 
all industries. Even small businesses suffer 
significant financial and reputational losses as 
a result of these accidents. Naturally, there has 
been a rise in demand for incident management 
relating to computers. Today, incident handling 
is still a challenging job that is primarily 
carried out by human expert teams. It is 
exceedingly expensive to retain such a team on 
call around-the-clock, especially in large 
organizations with extensive networks. Conse-
quently, it is highly desirable to have automat-
ed incident handling. It was extremely difficult 
to automate this process due to its complexity 
and reliance on humans [33]. 

Data triage is used by Security Operation 
Centers to separate the real "signals" from a lot 
of noisy alerts and "connect the dots" to answer 
some higher-level questions about the activi-
ties of the attack. This work intends to natural-
ly produce information emergency robots 
straightforwardly from network safety investi-
gators' activity follows. Data triage automatons 
that are currently in use, such as SIEMs and 
Security Information and Event Management 
systems (SIEMs), require expert analysts to 
dedicate time and effort to the creation of event 
correlation rules [34].

7.3.    Role of AI in Incident Response 
Artificial intelligence (AI) has a significant 
role to play in incident response, particularly in 
the early detection and rapid response to 
security incidents. AI-powered systems can 
monitor and analyze vast amounts of data and 
quickly identify anomalous behaviors or 
patterns that may indicate a potential security 
breach.

Here are some ways in which AI can help with 
incident response:

7.3.1. Early detection 
Early detection is a crucial aspect of cyber 
security as it allows organizations to identify 
potential threats and take proactive measures 
to mitigate them. Artificial Intelligence 
(AI)-powered systems play a significant role in 
enhancing early detection capabilities by 
monitoring network traffic, endpoints, and 
critical infrastructure for any signs of unusual 
activity or behavior. AI-powered systems 
leverage advanced algorithms and machine 
learning techniques to analyze vast amounts of 
data in real-time. By establishing a baseline of 
normal network behavior, these systems can 
identify anomalies that may indicate the 
presence of a threat. These anomalies could be 
deviations from typical patterns, such as unex-
pected network traffic spikes, unauthorized 
access attempts, or unusual data transfers. One 
of the significant advantages of AI-powered 
systems is their ability to detect threats that 
may go unnoticed by human analysts. While 
human analysts play a critical role in cyberse-
curity, they are limited by their capacity to 
process large volumes of data and to recognize 

subtle patterns or anomalies. AI systems, on 
the other hand, can analyze massive amounts 
of data quickly and efficiently, allowing them 
to identify potential threats in near real-time. 
To achieve early detection, AI systems employ 
various techniques. One common approach is 
anomaly detection, where AI algorithms learn 
from historical data to establish normal 
patterns of network behavior. They then 
continuously monitor incoming data and 
compare it to the established baseline. Any 
deviation from the norm triggers an alert, 
indicating a potential security threat. Another 
technique used by AI-powered systems is 
behavioral analysis. These systems monitor 
and analyze the behavior of endpoints, such as 
individual devices or users, to identify any 
abnormal activities. By learning from histori-
cal data and establishing typical user behav-
iors, AI algorithms can identify behavior that 
deviates from the norm, which may suggest 
malicious intent or compromised endpoints 
[35].

7.3.2. Rapid response
AI systems play a crucial role in alerting 
security teams to potential security incidents, 
enabling them to respond promptly and 
mitigate the impact of the incident. Through 
continuous monitoring and analysis of network 
traffic, endpoints, and critical infrastructure, 
AI-powered systems can quickly identify 
anomalies and suspicious activities that may 
indicate a security breach or cyber attack. 
When an AI system detects unusual activity or 
behavior, it generates an alert that is immedi-
ately relayed to the security team. These alerts 
serve as early warnings, providing crucial 

information about potential threats before they 
can cause significant harm. By leveraging 
advanced algorithms and machine learning 
techniques, AI systems can differentiate 
between normal and abnormal patterns, 
helping to identify potential security incidents 
in real-time. The quick alerting capability of AI 
systems is beneficial for several reasons. First, 
it allows security teams to respond swiftly, 
minimizing the time window for attackers to 
exploit vulnerabilities or escalate their activi-
ties. By receiving alerts in near real-time, 
security professionals can take immediate 
action to investigate and contain the incident, 
preventing further compromise of systems and 
data. Second, early detection and rapid 
response help mitigate the impact of security 
incidents. By identifying threats at an early 
stage, organizations can limit the potential 
damage caused by unauthorized access, data 
breaches, or malicious activities. Security 
teams can implement appropriate countermea-
sures, such as isolating affected systems, 
blocking malicious traffic, or initiating 
incident response protocols to contain and 
mitigate the incident swiftly [36].

7.3.3. Automated investigation
AI can help automate the process of investigat-
ing security incidents. This can help reduce the 
time and resources required to identify and 
remediate security issues.

7.3.4. Threat intelligence
AI can analyze vast amounts of threat intelli-
gence data and provide insights into emerging 
threats and vulnerabilities. This can help 
security teams stay ahead of the curve and 

proactively address potential security risks.

7.3.5. Behavioral analysis 
AI can analyze user behavior and identify 
anomalous patterns that may indicate insider 
threats or other malicious activity [37].

8. Forensics Analysis

The development of digital technology over 
the past ten years has had a significant impact 
on our day-to-day lives and business practices. 
As a result, the digital forensics field will face 
numerous challenges as this evolution contin-
ues [38]. 

The goal of forensic analysis is to uncover and 
interpret evidence that can help investigators 
understand what happened, identify potential 
suspects or perpetrators, and provide evidence 
for use in court. Forensic analysts may work 
for law enforcement agencies, government 
agencies, or private companies, and their work 
may be used in criminal investigations, civil 
lawsuits, and other legal proceedings. There-
fore, Digital forensics is a complex and evolv-
ing field. To conduct effective forensic analy-
sis in cyber security, analysts must have a deep 
understanding of computer systems, network 
protocols, and cyber threats. They must also be 
familiar with the legal and regulatory require-
ments for handling digital evidence, as well as 
the ethical considerations involved in handling 
sensitive data [39].

9. How AI Can Assist in Foren-
sics Analysis

Compared to other application domains, digital 
forensics appears to have used automation and 
AI less frequently[40]. Artificial intelligence 
(AI) has the potential to significantly aid foren-
sic analysis in a number of ways. Here are a 
few instances:

9.1. Data Analysis
AI can analyze vast amounts of data collected 
during forensic investigations, including 
network traffic logs, system logs, and other 
digital evidence. With machine learning 
algorithms, AI can identify patterns and anom-
alies in the data, which may be indicative of a 
cyber attack or other malicious activity [37].

9.2. Image and Audio Analysis
 When it comes to image analysis, AI 
algorithms can be trained to identify and 
classify objects, faces, and other visual 
elements within images. By utilizing deep 
learning models and neural networks, AI can 
accurately detect and recognize specific 
objects or individuals. This capability proves 
invaluable in forensic investigations where 
identifying suspects or potential evidence is 
crucial. AI systems can rapidly process large 
volumes of images and flag relevant informa-
tion, significantly reducing the time and effort 
required for manual examination. Further-
more, AI can assist in facial recognition, 
comparing faces captured in images or video 
footage against databases of known individu-
als. This technology can help identify persons 
of interest or locate missing individuals by 
matching faces from surveillance footage, 
social media images, or other sources. AI-pow-
ered facial recognition systems have been 

instrumental in solving numerous criminal 
cases by linking suspects to evidence or estab-
lishing the presence of certain individuals at 
crime scenes. In the context of video analysis, 
AI algorithms can analyze video content to 
extract meaningful information. This includes 
tracking the movement of objects or individu-
als, detecting specific activities or behaviors, 
and identifying important events within the 
footage. AI can also perform forensic video 
enhancement, enhancing the quality of 
low-resolution or poorly captured videos to 
improve visibility and aid in identifying key 
details. These capabilities enable investigators 
to reconstruct events, identify patterns, and 
gather evidence from video recordings more 
efficiently [41].

9.3. Predictive Analytic
Predictive analytic is a type of data analysis 
that uses machine learning algorithms to 
analyze historical data and identify patterns 
and trends that can be used to predict future 
events. In the context of cyber security, predic-
tive analytic can be used to identify potential 
security threats or vulnerabilities by analyzing 
historical data from previous incidents. Predic-
tive analytic models driven by AI can examine 
a large amount of data from a variety of sourc-
es, including system logs, network traffic logs, 
and other digital evidence. The models can 
spot trends and oddities in the data that might 
point to a security risk, such a cyberattack 
attempt or a system weakness that could be 
used by hackers. By using these predictive 
models, security teams can be alerted to poten-
tial security breaches in real-time, allowing 
them to take proactive steps to prevent or 

mitigate the damage caused by a cyber attack. 
For example, if a predictive model identifies a 
potential threat in real-time, security teams can 
investigate the issue and take steps to prevent 
the attack before it causes any damage. The use 
of predictive analytics in cyber security can 
help organizations to stay ahead of potential 
security threats and to anticipate new attack 
methods, allowing them to implement proac-
tive security measures to prevent cyber attacks. 
Additionally, predictive analytic can be used to 
identify vulnerabilities in systems and applica-
tions, enabling organizations to take corrective 
action to secure their infrastructure and reduce 
the risk of a successful attack [42].

9.4. Natural Language Processing (NLP)
AI-powered NLP algorithms can analyze text 
data, such as emails, chat logs, and social 
media posts, to identify keywords or phrases 
that may be related to an incident. This can 
help investigators identify potential suspects or 
gain insights into the motives behind an attack 
[43].

9.5. Malware Analysis
 AI can help in analyzing malware by detecting 
and classifying malicious code. It can also 
identify patterns in the behavior of malware to 
help investigators identify its origin and the 
extent of the damage caused. The makers of the 
Magnet Axiom forensic examination tool, 
Magnet Forensics, included machine learning 
in their Magnet [44].

10.  Identifying The Source And 
Cause Of A Security Incident
Forensic analysis plays a critical role in deter-

mining the origin and cause of a security 
incident. It involves a systematic examination 
of digital evidence to understand what 
happened, how it occurred, who was responsi-
ble, and the extent of the damage [45]. Below 
are steps involved in conducting forensic 
analysis to identify the source and cause of a 
security incident:

1. Secure the Affected System: The initial 
step is to isolate and secure the affected 
system to prevent further harm or data 
loss. This may entail disconnecting the 
system from the network or taking it 
offline.

2. Document the Incident: Promptly docu-
ment the incident by taking comprehen-
sive notes, photographs, or videos of the 
affected system. Capture relevant infor-
mation like error messages, timestamps, 
or any unusual behavior observed.

3. Preserve Evidence: To maintain the integ-
rity of the evidence, create a forensic copy 
of the affected system's storage media. 
This involves making a bit-by-bit replica 
of the entire storage device or disk 
partition. The copy will be used for analy-
sis while leaving the original evidence 
untouched.

4. Conduct Initial Analysis: Analyze system 
logs, network traffic logs, firewall logs, 
intrusion detection system (IDS) logs, and 
other relevant data sources to gather initial 
information about the incident. Look for 
signs of unauthorized access, unusual 
activities, or anomalies.

5. Recover Deleted or Hidden Data: 

Employ forensic tools and techniques to 
recover deleted or concealed data that may 
provide valuable insights into the incident. 
This may involve examining temporary 
files, registry entries, or system artifacts 
that can shed light on the source and 
cause.

6. Perform Malware Analysis: If malware is 
suspected, conduct a detailed analysis of 
suspicious files or software. Use special-
ized tools to analyze the malware's behav-
ior, identify its characteristics, and deter-
mine its origin.

7. Network Traffic Analysis: Scrutinize 
network traffic logs, packet captures, or 
firewall logs to identify any suspicious or 
unauthorized network activity. Look for 
indicators of unauthorized access, data 
exfiltration, or communication with 
known malicious entities.

8. Timeline Reconstruction: Create a 
timeline of events based on the gathered 
evidence. This timeline should outline the 
sequence of actions leading up to and 
following the incident. It can help identify 
the initial compromise and the attacker's 
activities throughout the attack.

9. User and System Analysis: Analyze user 
accounts, system configurations, and 
access controls to identify potential 
vulnerabilities or weaknesses that may 
have been exploited during the incident. 
Look for signs of unauthorized access or 
privilege escalation.

10. Collaboration and Expert Consultation: 
In complex cases, collaborate with other 

experts such as network administrators, 
incident response teams, or law enforce-
ment agencies. Their expertise and 
resources can assist in the investigation 
and analysis process.

11. Report Findings: Prepare a detailed 
report summarizing the forensic analysis 
findings. Include a description of the 
incident, the methods used for analysis, 
the identified source and cause of the 
incident, and recommendations for 
preventing future incidents.

It's important to note that forensic analysis is a 
specialized field, and it is advisable to involve 
experienced professionals or a dedicated 
incident response team to ensure a comprehen-
sive and accurate investigation.

12.  Data Carving

Data carving is a fundamental technique 
employed in the field of digital forensics to 
retrieve fragmented or deleted files from 
storage media. It involves the identification 
and reconstruction of files based on their 
distinct signatures or patterns, circumventing 
the structure of the file system. Data carving 
proves particularly valuable when convention-
al file recovery methods are ineffective or 
when dealing with intentionally erased or 
damaged files [46].

The process of data carving entails scouring 
the raw binary data of a storage device in 
search of specific file headers, footers, or other 
data patterns. These patterns serve as indica-
tors suggesting the presence of a particular file 

type, such as documents, images, videos, or 
archives. By recognizing these signatures, data 
carving tools can extract and reconstruct files 
from the scattered or unallocated space on the 
storage medium [47].

Data carving algorithms typically function by 
scrutinizing the binary data and identifying 
distinct patterns or structures that signify the 
beginning and end of a file. Once a potential 
file is detected, the carving tool proceeds to 
extract the file by copying the corresponding 
data blocks into a separate file, ultimately 
generating a reconstructed version of the 
original file. One of the primary challenges 
encountered in data carving involves handling 
fragmented files. Due to factors like partial 
overwriting or deletion, files on a storage 
device are often stored in non-contiguous 
clusters or sectors. Data carving algorithms 
must possess the ability to identify and assem-
ble these dispersed fragments in order to 
accurately reconstruct the complete file [48].
Another obstacle involves the potential occur-
rence of false positives or false negatives 
during the data carving process. False positives 
arise when the carving tool incorrectly identi-
fies non-file data as a file, which can lead to the 
recovery of irrelevant or corrupted data. 
Conversely, false negatives occur when a 
carving tool fails to identify and recover a valid 
file.To enhance the accuracy and efficiency of 
data carving, a range of techniques and heuris-
tics have been developed. These include 
advanced signature matching algorithms, file 
format-specific carving, entropy analysis, and 
error correction mechanisms [49].
Data carving plays a critical role in digital 

forensics, enabling investigators to retrieve 
valuable evidence from storage media, even in 
cases where the file system has been compro-
mised or intentionally tampered with. It is an 
indispensable tool in investigations related to 
cyber crime, data breaches, intellectual proper-
ty theft, and other digital offenses [50].

12.   CONCLUSION
The role of artificial intelligence (AI) in cyber 
security and incident response is constantly 
evolving and holds great potential for future 
developments. Looking ahead, the future of 
cyber security will likely be shaped by emerg-
ing technologies such as quantum computing, 
5G networks, and the increasing integration of 
AI and automation. These advancements bring 
new opportunities but also introduce novel 
security risks and challenges that will require 
proactive measures and innovative solutions.
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technique for phishing detection because they 
are easy to interpret and can handle both 
categorical and numerical data. Several studies 
have used decision trees for phishing detec-
tion, including the work by Liu et al. (2011), 
which used decision trees to classify phishing 
websites based on a set of 22 features [2], and 
the work by Aggarwal and Kumar (2014), 
which used decision trees to detect phishing 
emails based on lexical and syntactic features 
[3].

Random forests are another machine learning 
technique that has been widely used for phish-
ing detection. Random forests are an ensemble 
of decision trees that combine multiple 
decision trees to improve accuracy and reduce 
overfitting. Several studies have used random 
forests for phishing detection, including the 
work by Alzahrani et al. (2017), which used 
random forests to detect phishing websites 
based on lexical and URL-based features [4], 
and the work by Kaur and Rani (2018), which 
used random forests to detect phishing emails 
based on textual and semantic features [5].

Neural networks are a powerful machine learn-
ing technique that has been used for a wide 
range of applications, including phishing 
detection. Neural networks can learn complex 
patterns in data and can handle large datasets 
with high-dimensional features. Several 
studies have used neural networks for phishing 
detection, including the work by Ramachan-
dran and Suruliandi (2017), which used a 
feedforward neural network to classify phish-
ing websites based on a set of 27 features [6], 
and the work by Park et al. (2018), which used 

a convolutional neural network to detect phish-
ing emails based on textual and visual features 
[7].

Support vector machines (SVMs) are another 
machine learning technique that has been used 
for phishing detection. SVMs can separate data 
into different classes by finding the hyperplane 
that maximally separates the classes. Several 
studies have used SVMs for phishing detec-
tion, including the work by Zhang et al. (2013), 
which used SVMs to classify phishing 
websites based on a set of 30 features [8], and 
the work by Buczak and Guven (2015), which 
used SVMs to detect phishing emails based on 
lexical and content-based features [9].

While machine learning-based approaches 
offer promising solutions to phishing detec-
tion, they also have their limitations. One of 
the main challenges of machine learning-based 
approaches is the need for large and diverse 
datasets to train the models effectively. Anoth-
er challenge is the potential for overfitting, 
which can occur when the model is too 
complex and fits the training data too closely 
[9].

2.2. Comparative Analysis
Our proposed approach for detecting phishing 
websites using decision trees [2] was 
compared with existing phishing detection 
techniques in the literature. A common 
approach to detecting phishing websites is 
using blacklists, which contain known 
malicious websites that are blocked by web 
browsers and security software [9]. However, 
this approach is limited by the fact that it can 

2.3.2. Feature Selection and Engineering:
In the feature selection and engineering stage, 
relevant features are selected from the dataset 
to improve the accuracy of the decision tree 
classifier. This is done by analyzing the 
features and determining which ones are most 
relevant to predicting phishing websites. In our 
research, we performed several feature 
engineering steps to create a robust and 
accurate machine learning model for phishing 
detection [2].

Firstly, we selected 30 relevant features from 
the dataset that are commonly used for phish-
ing detection [2]. Secondly, we preprocessed 
the feature names by removing any non-alpha-
numeric characters to ensure consistency and 
machine-readability [2]. Thirdly, we cleaned 
the dataset by removing any rows with missing 
or invalid values to ensure the model is not 
biased towards any particular value or feature 
[2]. Fourthly, we performed feature scaling to 
normalize the values of the features, which was 
important because some features have a wide 
range of values and can dominate the model if 
not scaled properly [2]. Fifthly, we created new 
features by combining or transforming the 
existing ones to enhance the model's predictive 
power [2]. Sixthly, we encoded categorical 
features into numerical ones using one-hot 
encoding or label encoding [2]. Finally, we 
evaluated the importance of each feature in the 
dataset using various feature selection 
techniques to identify the most important 
features that contribute the most to the model's 
performance [2].

These feature engineering steps were critical in 

creating a robust and accurate model for phish-
ing detection [2].

2.3.3. Model Selection and Evaluation
In the model selection and evaluation stage, a 
decision tree classifier is chosen as the model 
because it is simple, interpretable, and has 
been shown to perform well on similar 
datasets. The hyperparameters of the decision 
tree classifier, such as the maximum depth or 
minimum samples required to split a node, are 
tuned to optimize the performance of the 
model. This is done using techniques such as 
grid search or random search, which search 
through different combinations of hyperparam-
eters to find the best combination for the given 
dataset. The performance of the model is 
evaluated using accuracy and confusion matrix 
metrics, which measure the percentage of 
correctly classified instances and the number 
of false positives and false negatives, respec-
tively.

3.  Results And Analysis

3.1. Performance and Analysis
The decision tree classifier achieved an accura-
cy of 0.9597, indicating that it correctly classi-
fied 95.97% of the websites in the dataset. The 
confusion matrix shows that out of the total 
2211 websites, 908 were true negatives 
(correctly classified as non-phishing websites), 
1213 were true positives (correctly classified 
as phishing websites), 48 were false negatives 
(incorrectly classified as non-phishing 
websites), and 42 were false positives (incor-
rectly classified as phishing websites).

4.  Results 

The decision tree model achieved an accuracy 
of 95.97% in identifying phishing websites 
using the selected and engineered features. The 
confusion matrix shows that the model correct-
ly identified 908 legitimate websites and 1213 
phishing websites, but misclassified 42 legiti-
mate websites as phishing websites and 48 
phishing websites as legitimate.

4.1. Contributions and Limitations
The study contributes to the field of online 
security by proposing a decision tree-based 
approach to identify phishing websites using 
website features. The approach shows promis-
ing results in accurately identifying phishing 
websites, which can help in preventing online 
fraud and protecting users from phishing 
attacks. However, the limitations of the study 
include the use of a single dataset and the 
reliance on website features for identification, 
which may not be effective in identifying 
sophisticated phishing attacks.

4.2. Implications and Applications
The proposed approach has potential implica-
tions and applications in the context of online 
security. This approach can be used by organi-
zations and individuals to identify phishing 
websites and prevent online fraud. The 
approach can also be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection.

5.  Conclusion

Future research can focus on enhancing the 

Fig 2. Confusion matrix

3.2. EXPERIMENT AND OBSERVA-
TIONS
The experimentation process involved select-
ing and engineering relevant features, training 
and tuning a decision tree classifier, and evalu-
ating its performance using accuracy and 
confusion matrix metrics. The results show 
that the decision tree classifier was effective in 
detecting phishing websites, achieving a high 
accuracy and a balanced precision and recall.
Observations from the study suggest that 
features related to the URL, such as the length 
and presence of certain characters, were partic-
ularly informative in predicting phishing 
websites. Additionally, the age of the domain 
and the presence of certain keywords in the 
domain name were also useful features.
Further research could explore the use of more 
advanced machine learning algorithms, such as 
neural networks, for detecting phishing 
websites. Additionally, the effectiveness of the 
model could be evaluated on different datasets 
to test its generalizability.

only detect known phishing websites and is 
unable to detect new or unknown phishing 
websites.

Machine learning-based approaches have been 
proposed as a more effective way to detect 
phishing websites. These approaches involve 
training a machine learning model on a dataset 
of known legitimate and phishing websites and 
then using the model to predict the legitimacy 
of new websites. Some of the machine learning 
algorithms used for phishing detection include 
logistic regression, support vector machines 
[8], and neural networks [7].

Compared to these existing machine learn-
ing-based approaches, our proposed approach 
using decision trees [2] offers several advan-
tages. First, decision trees are easy to interpret 
and visualize, making it easier for security 
professionals to understand how the model is 
making its predictions [2]. Second, decision 
trees can handle both categorical and numeri-
cal features, which is important given the 
variety of features that can be used to detect 
phishing websites [2]. Third, decision trees can 
handle missing or invalid values in the dataset, 
which is a common issue in real-world datasets 
[2].

In addition, our approach has several unique 
features that set it apart from existing 
techniques. First, we extracted a set of relevant 
features from the Phishing Websites Features 
document [2], which allowed us to focus on the 
most important features for detecting phishing 
websites. Second, we preprocessed the feature 
names to remove any non-alphanumeric 

characters, which simplified the data cleaning 
process. Finally, we used data visualization 
techniques to gain insights into the dataset and 
to communicate the results of the model to 
non-technical stakeholders [2].

Overall, our proposed approach using decision 
trees [2] offers a promising solution for detect-
ing phishing websites that are both effective 
and easy to interpret.

2.3. METHODOLOGY

2.3.1. Data Collection and Preprocessing
In the data collection and preprocessing stage, 
the dataset is obtained from the UCI Machine 
Learning Repository, which is a reliable source 
of machine learning datasets. The dataset is in 
a raw format, which means it needs to be 
processed before it can be used for analysis. 
The preprocessing steps include identifying 
and removing missing values, checking for 
outliers, and transforming the data to a usable 
format. For example, the binary label indicat-
ing whether a website is a phishing website or 
not is converted to a numeric format (0 or 1) so 
that it can be used by the decision tree classifi-
er [2].

Fig 1. Count of legitimate and phishing 
website
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Abstract
This study emphasises the value of feature selection and preprocessing in improving model perfor-
mance and demonstrates the efficiency of decision trees in identifying phishing websites. Internet 
users are significantly threatened by phishing websites, hence a strong detection strategy is required. 
The Phishing Websites Dataset from the UCI Machine Learning Repository, which contains 30 
website-related features, is used in the study together with a decision tree classifier from the 
scikit-learn package. The dataset is preprocessed to remove invalid and missing values, and the most 
pertinent features are chosen for model training. 80% of the dataset is utilised to train the model, 
while the remaining 20% is used for testing. The findings demonstrate the decision tree classifier's 
precision in detecting phishing websites, scoring 95.97% accurate and showing a high true positive 
rate (96.64%) and a negligible (3.04%) false positive rate using the confusion matrix. This study 
highlights the significance of feature selection and preprocessing for optimal model performance in 
addition to validating the efficacy of decision trees in phishing detection. The method described here 
can be helpful for businesses and individuals looking to protect themselves from phishing assaults, 
and the given data visualisations make it easier to understand datasets and assess models.

73Int.J. Elect.Crime Investigation 7(2):IJECI MS.ID- 06 (2023)

1.    Introduction

1.1. Background and Motivation
Phishing attacks are a serious threat to online 
security, with the potential to cause significant 
financial and personal harm to users. Phishing 
attacks involve the use of deceptive emails or 
websites that are supposed to trick victims into 

divulging sensitive information such as 
passwords, credit card numbers, or sensitive 
personal details. These attacks are becoming 
increasingly complex and difficult to detect, 
making it crucial to develop effective 
techniques for identifying and preventing them 
[1].

1.2. Problem Statement
The problem addressed in this study is the 
detection of phishing websites using machine 
learning algorithms. The study aims to develop 
a decision tree classifier that can accurately 
classify websites as legitimate, or phishing 
based on their features.

1.3. Aims
The study aims to answer the following 
research questions:

1.3.1. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.2. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.3. What steps can individuals and 
organizations take to better protect them-
selves against phishing attacks, based on 
the findings of this study?

1.4. Contribution and Scope
The contribution of this study is the develop-
ment of a machine learning approach to detect-
ing phishing websites, which can be used to 
improve online security. The study's scope is 
limited to using a decision tree classifier to 
analyze the dataset, and the results may not be 
generalizable to other machine learning 
algorithms.

2.  Related Work

2.1. Literature Review

Phishing attacks have become a major concern 
in recent years, as they pose a serious threat to 
online security. Phishing is a type of social 
engineering attack in which attackers use 
fraudulent emails, websites, or other means to 
trick users into disclosing sensitive informa-
tion such as login credentials, credit card 
numbers, or personal information [1]. Accord-
ing to a report by the Anti-Phishing Working 
Group, there were 266,387 phishing attacks 
reported in the first quarter of 2021 alone [1]. 
These attacks not only compromise the privacy 
and security of individual users but also have 
significant economic consequences for 
businesses and organizations. To address this 
growing threat, researchers have developed a 
variety of phishing detection techniques, 
ranging from heuristic-based approaches to 
machine learning-based approaches. Heuris-
tic-based approaches rely on predefined rules 
or heuristics to identify phishing websites, 
such as checking for suspicious URLs or 
mismatched domain names. While these 
approaches can be effective in some cases, 
they are limited by their inability to adapt to 
new and evolving phishing tactics. Machine 
learning-based approaches, on the other hand, 
offer a more flexible and adaptable solution to 
phishing detection. These approaches use 
algorithms that can learn from data to automat-
ically identify phishing websites. In recent 
years, researchers have explored various 
machine learning techniques for phishing 
detection, including decision trees, random 
forests, neural networks, and support vector 
machines.

Decision trees are a popular machine learning 

prioritization, leave no stone unturned. 
Conduct a meticulous scan of every 
component within the system.

4. Effective Reporting: Establish a stream-
lined reporting mechanism to promptly 
communicate any ambiguities or concerns 
to higher-level staff.

5. Vulnerability Assessment and Ticket 
Assignment: Assess the vulnerabilities 
discovered and assign tickets based on the 
level of risk acceptance and urgency.

6. Solution Verification and Remediation: 
Verify the effectiveness of applied 
solutions and ensure they successfully 
mitigate the identified vulnerabilities.

7. Continuous Improvement: Embrace an 
iterative approach by repeating the 
improvement cycle to enhance the assess-
ment process continually.

   

2.1    How  AI  can  be  used  for  Vulnerability
Security vulnerabilities encompass various 
flaws and weaknesses found within informa-

tion technology and its associated products, 
spanning across different levels and compo-
nents of an information system. These 
deficiencies directly impact the smooth opera-
tion of the entire information system. When 
maliciously exploited, they can gravely 
compromise the integrity, confidentiality, and 
availability of the system. Consequently, the 
study of security vulnerabilities stands as a 
fundamental aspect within the realm of infor-
mation security research [11]. In light of the 
escalating complexity of cyber threats, 
traditional security techniques are no longer 
sufficient to safeguard against these 
ever-evolving risks. Consequently, businesses 
are turning to artificial intelligence (AI) to 
bolster their cybersecurity strategies. AI offers 
enhanced capabilities for detecting and 
responding to threats, bolstering vulnerability 
management, and improving compliance and 
governance practices. By leveraging AI 
technologies such as machine learning, natural 
language processing, behavioral analytics, and 
deep learning, organizations can fortify their 
cyber defenses and shield themselves against a 
wide array of cyber threats, including malware, 
phishing attacks, and insider threats. AI has 
numerous applications in the cyber security 
industry, including [10].

2.1.1. Threat Detection and Response
AI plays a pivotal role in cyber security by 
enabling efficient threat detection and 
response. By leveraging machine learning 
techniques and natural language processing, 
organizations can analyze vast amounts of data 
to identify patterns and anomalies indicative of 
cyber threats. Intrusion detection systems 



proposed approach by incorporating additional 
features and using more advanced machine 
learning techniques. Additionally, the 
proposed approach can be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection. 
Further research can also explore the use of 
ensemble methods and deep learning 
techniques for identifying phishing attacks.
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1.  Introduction

 Cyber security is the safety of 
records/statistics, property, services, and 
systems of cost to reduce the possibility of 
loss, damage/corruption, compromise, or 

misuse to a stage commensurate with the cost 
assigned. As time-sharing structures emerged 
within the mid to past-due 1960s and more 
than one job and users have been capable of 
running on equal time, controlling the get 
admission to the facts in the system became a 
primary point of the subject. One answer that 

turned into used become to manner categorized 
statistics one degree at a time and "sanitize" the 
device after the jobs from one stage have been 
run and earlier than the jobs for the subsequent 
stage were run. This approach to pc protection 
became referred to as durations processing 
because the jobs for every level had been all 
run over their particular length of the day. This 
becomes an inefficient manner to use the 
device, and an effort changed into made to 
locate greater green software solutions to the 
multilevel security problem. Another approach 
is including extra functions or mechanisms in a 
laptop gadget another manner of enhancing 
laptop security. The mechanisms offered in this 
phase are grouped into authentication mecha-
nisms, get admission to control and inference 
manipulation. The other approach to improv-
ing the safety of a system is to difficulty the 
system to rigorous warranty strategies on the 
way to increase one's self-belief that the 
system will perform as preferred. Among those 
strategies are penetration analysis, formal 
specification and verification, and covert 
channel evaluation. None of these techniques 
assure a stable system. The best boom is one's 
self-belief inside the protection of the gadget 
[1].

During the Initial Response, the gathering of 
data regarding the incident that began inside 
the previous section maintains. The goal is to 
accumulate enough data to allow the formula 
of an adequate response method in the next 
step. Typically, the data this is amassed in this 
step includes interviews of any individuals 
concerned in reporting the suspected incident, 
and available network surveillance logs or IDS 

reviews, which can suggest that an incident 
took place. The aim of the formulation of the 
response strategy is "thinking about the totality 
of the occasions" that surround the incident. 
These occasions include the criticality of the 
affected systems or statistics, what sort of 
attacker is suspected, and what the overall 
harm would possibly amount to. A business 
enterprise's response posture, which defines its 
coverage concerning the response to pc protec-
tion incidents, might also have a big effect on 
the choice of a reaction method. During the 
research of the incident, exceptional varieties 
of proof relevant to the incident, e.g. Host- or 
network-based proof, are accumulated with the 
purpose to reconstruct the occasions that 
comprise the computer protection incident. 
This reconstruction ought to provide reasons 
for what came about, when, how, or why it 
occurred, and who is accountable. To gain this, 
an investigation is usually divided into two 
steps: Data Collection and Data Analysis. The 
cause of the Resolution section is to take the 
right measures to contain an incident, remedy 
the underlying troubles that brought on the 
incident, and take care that a similar incident 
will now not occur once more. All the import-
ant steps completed must be taken and their 
progress supervised to verify that they may be 
powerful. Adjustments to the affected systems 
must be best completed after amassing viable 
evidence, otherwise, that evidence is probably 
lost. After the resolution of the incident is 
entire, it may be necessary to update protection 
rules or the IR techniques, if the reaction to the 
incident uncovered a weak spot in contempo-
rary exercise [2].

Artificial intelligence in cyber security is 
beneficial as it improves how safety profes-
sionals examine, look at, and understand 
cybercrime. It complements the cyber protec-
tion technology that businesses use to fight 
cybercriminals and assist keep groups and 
customers secure. On the opposite hand, artifi-
cial intelligence can be very aid extensive. It 
may not be sensible in all applications. More 
importantly, it can also serve as a new weapon 
inside the arsenal of cybercriminals who use 
the generation to hone and enhance their cyber 
attacks. Synthetic intelligence in cyber security 
is beneficial as it improves how safety profes-
sionals examine, look at, and understand 
cybercrime. It complements the cyber protec-
tion technology that businesses use to fight 
cybercriminals and assist keep groups and 
customers secure. On the opposite hand, artifi-
cial intelligence can be very aid extensive. It 
may not be sensible in all applications. More 
importantly, it can also serve as a new weapon 
inside the arsenal of cybercriminals who use 
the generation to hone and enhance their cyber 
attacks. Artificial intelligence is a developing 
area of interest and investment in the cyber 
protection community. Let's hash it out. How 
artificial intelligence cyber security features 
improve digital safety ideally, if you're like 
many modern-day corporations, you have 
more than one tier of protection in location — 
perimeter, community, endpoint, software, and 
statistics security measures. For example, you 
could have hardware or software firewalls and 
network security answers that track and deter-
mine which network connections are allowed 
and block others. If hackers make it past these 
defenses, then they'll be up against your antivi-

rus and antimalware solutions. Then possibly 
they'll face your intrusion detection/intrusion 
prevention answers (IDS/IPS), and many 
others [3].

Not a lot of scarce literary resources describing 
attempts to apply Artificial Intelligence strate-
gies in Incident Handling, however, based on 
our enjoyment of the introduction of Artificial 
Intelligence strategies in Tactical, and particu-
larly, Operational Cyber Intelligence, we've 
got come to the conclusion that gift the primary 
characteristic of Artificial Intelligence in 
Incident Handling can be fixing a category 
challenge, i.e. The unambiguous reference of 
the modern-day incident to one of the elements 
of the Classification Scheme, where for every 
element applicable techniques and workflows 
have been developed [4].

For the long term, the IR technique has been 
driven and completed with the aid of people. 
Automation in the execution of cyber attacks 
has significantly expanded the tempo with 
which assaults are now carried out, making it 
difficult for human analysts to follow. Alert 
fatigue is a commonplace problem among 
safety teams that are overwhelmed with the aid 
quantity and pace of in recent times automated 
cyber assaults. AI rises as a method to address 
this problem, being already gifted within the 
discipline of cyber security, both in literature 
and security products. AI is also used as an 
offensive device for carrying out cyber 
assaults, leading to the necessity of leveraging 
AI for protection as a way of tackling the speed 
and volume of such assaults. It is equally 
important, even though, to not forget the AI it 

as a goal for the cyber attack. For the long 
term, the IR technique has been driven and 
completed with the aid of people. Automation 
in the execution of cyber attacks has signifi-
cantly expanded the tempo with which assaults 
are now carried out, making it difficult for 
human analysts to follow. Alert fatigue is a 
commonplace problem among safety teams 
that are overwhelmed with the aid quantity and 
pace of in recent times automated cyber 
assaults. AI rises as a method to address this 
problem, being already gifted within the 
discipline of cyber security, both in literature 
and security products. AI is also used as an 
offensive device for carrying out cyber 
assaults, leading to the necessity of leveraging 
AI for protection as a way of tackling the speed 
and volume of such assaults. It is equally 
important, even though, to not forget the AI as 
a goal for cyber attack [5].

2.  Vulnerability Assessment

In the contemporary interconnected and 
digitized world, the cybersecurity landscape 
has grown increasingly intricate and sophisti-
cated. Organizations now confront a myriad of 
perils posed by cyber criminals who exploit 
vulnerabilities in their systems and networks, 
aiming to illicitly access sensitive information, 
disrupt operations, or inflict financial losses. 
To confront and mitigate these risks, organiza-
tions employ a range of security measures, 
among which vulnerability assessment emerg-
es as a pivotal component of their comprehen-
sive cybersecurity and incident response strate-
gies. Undoubtedly, vulnerability assessment 
assumes paramount importance within the 

realm of cybersecurity administration. It 
entails the meticulous identification of vulner-
abilities present in software and systems, 
constituting a proactive process of scanning 
and scrutinizing potential targets and emerging 
threats with the aim of averting malicious 
attacks [6]. The domain of Vulnerability 
Assessment has reached a considerable level of 
maturity; however, keeping up with the wide 
range of computing and digital devices requir-
ing scrutiny poses a significant challenge [7]. 
This practice revolves around a methodical 
approach to pinpointing and assessing vulnera-
bilities existing within an organization's IT 
infrastructure, applications, and systems. It 
encompasses proactive scanning, testing, and 
analysis of potential weaknesses that may be 
exploited by malicious individuals. Conven-
tional approaches to vulnerability assessment 
have predominantly relied on manual 
techniques and static rule-based systems, 
which frequently struggle to match the pace of 
the evolving threat landscape and the relentless 
growth in both the volume and intricacy of 
vulnerabilities [8]. The advent of artificial 
intelligence (AI) has brought about a transfor-
mative shift in the realm of cybersecurity, 
encompassing vital aspects such as vulnerabili-
ty assessment and incident response. AI 
introduces fresh capabilities and efficiencies 
that hold the potential to greatly enhance the 
effectiveness and efficiency of these pivotal 
security processes. Through harnessing 
machine learning algorithms, natural language 
processing (NLP), and deep learning method-
ologies, AI-powered vulnerability assessment 
empowers organizations to identify, analyze, 
and address vulnerabilities in a more proactive, 

precise, and timely manner. As highlighted by 
Cybersecurity Ventures, a staggering 111 
billion lines of new software code are generat-
ed worldwide on an annual basis (Ventures, 
2017). By employing automated mechanisms 
to aid in vulnerability detection prior to system 
deployment, product teams can dedicate more 
attention to feature development and perfor-
mance enhancement. The proliferation of 
devices and applications being deployed 
presently not only amplifies the risks associat-
ed with networked systems but also furnishes a 
rich trove of training data for utilization in 
conjunction with artificial intelligence 
techniques [9]. The role of AI in vulnerability 
assessment assumes a multifaceted nature [10].

a) Artificial intelligence (AI) possesses the 
ability to automate and streamline the 
entire vulnerability assessment process, 
mitigating the need for manual efforts and 
empowering security teams to focus on 
tasks of greater value. Through the utiliza-
tion of machine learning algorithms, AI 
can analyze extensive datasets comprising 
system logs, network traffic, and historical 
vulnerability information. This analysis 
facilitates the identification of patterns 
and anomalies that may signify potential 
vulnerabilities. Furthermore, AI can 
continuously learn and adapt to emerging 
threats and attack techniques, thereby 
bolstering the overall resilience of the 
vulnerability assessment process.

b) AI serves as a catalyst for more advanced 
and sophisticated vulnerability detection 
and analysis. Leveraging deep learning 
techniques, such as Convolution Neural 

Networks (CNNs), Recurrent Neural 
Networks (RNNs), and Generative Adver-
sarial Networks (GANs), AI models can 
extract insightful information from 
complex datasets, including unstructured 
sources like security reports, blogs, and 
research papers. This capability empowers 
organizations to identify previously 
unknown vulnerabilities and effectively 
detect emerging threats.

c) AI-based vulnerability assessment signifi-
cantly contributes to incident response by 
expediting the identification of vulnerabil-
ities with greater accuracy. Consequently, 
security teams can allocate resources and 
prioritize tasks accordingly. By reducing 
the time between vulnerability detection 
and remediation, organizations can 
substantially diminish their exposure to 
potential attacks and minimize the impact 
of security incidents.

Below is a diagram illustrating the vulnerabili-
ty management life cycle, outlining the 
optimal steps to assess vulnerabilities within a 
system:

1. Identify and Uncover Neglected Devices 
and Assets: Thoroughly examine the 
network to identify any devices or assets 
that may have been overlooked or forgot-
ten.

2. Prioritize and Sequence Assets: Evaluate 
the importance and value that each asset 
contributes to the company, and prioritize 
them accordingly.

3. Comprehensive Scanning: Even after 

powered by AI algorithms monitor network 
traffic, detecting trends and abnormalities that 
may signify a security breach. Additionally, 
AI-driven cyber threat hunting helps uncover 
and track advanced persistent threats (APTs) 
lurking within networks. Predictive analytics 
further empowers organizations to proactively 
identify and address potential threats before 
they materialize, bolstering proactive defense 
strategies [10].

2.1.2. Vulnerability Management
AI is instrumental in effective vulnerability 
management, offering robust solutions for 
vulnerability scanning and prioritization. 
AI-enabled tools assist businesses in identify-
ing and prioritizing issues that require remedi-
ation. Vulnerability management encompasses 
automating tasks such as penetration testing, 
security policy enforcement, and patch admin-
istration. Through AI, penetration testing can 
be automated, simulating attempts to exploit 
vulnerabilities and assessing the efficacy of 
existing security measures [10].

2.1.3. Compliance and Governance
AI finds valuable applications in ensuring 
compliance and governance within organiza-
tions. It aids in risk detection, monitoring 
adherence to regulations and policies, and 
enforcing compliance. For instance, AI 
automates compliance reporting and monitor-
ing, ensuring companies adhere to regulations 
like HIPAA and GDPR. By analyzing exten-
sive data sets, AI can assess risks, identify 
potential threats and weaknesses, and provide 
recommendations for suitable mitigation 
strategies. Furthermore, AI can automatically 

detect and prevent policy violations, ensuring 
policy compliance across the organization 
[11].

2.2.    Identifying Vulnerabilities
There are a lot of ways that we can use in order 
to automate the process of identifying the 
vulnerabilities. Some of these ways are listed 
and explained below:

2.2.1. Automated Code Analysis
Utilizing AI algorithms, software code can 
undergo comprehensive analysis to unveil 
potential vulnerabilities. This approach facili-
tates the early identification of vulnerabilities. 
Static analysis techniques examine code 
without executing it, seeking out known code 
patterns, unsafe practices, or insecure coding 
methodologies that may give rise to vulnerabil-
ities. Dynamic analysis techniques, on the 
other hand, involve executing the code in 
controlled environments, closely monitoring 
its behavior, and uncovering any security 
weaknesses. It's worth noting that dynamic 
analysis, in contrast to static analysis, conducts 
its evaluation during runtime on a live system. 
This entails executing the code with specific 
test cases to fulfill defined coverage criteria, 
albeit this process tends to be time-intensive 
[12].

2.2.2. Network Traffic Analysis
AI plays a pivotal role in scrutinizing network 
traffic data to discern anomalies or patterns 
that may indicate potential vulnerabilities. By 
monitoring the flow of network traffic, AI 
algorithms can identify suspicious activities 
like port scanning, atypical packet behaviors, 

or attempted network intrusions. The surge in 
network traffic coupled with the evolution of 
artificial intelligence necessitates novel 
approaches to intrusion detection, malware 
behavior analysis, and the categorization of 
internet traffic and other security aspects. 
Machine learning (ML) exhibits impressive 
capabilities in addressing these network-relat-
ed challenges [13].

2.2.3. Vulnerability Scanning
vulnerability scanners can autonomously 
conduct comprehensive scans of systems, 
networks, or applications to unveil known 
vulnerabilities. These scanners harness AI 
techniques to compare the gathered data 
against established vulnerability databases, 
exploit frameworks, or attack signatures, 
discerning the presence of any vulnerabilities 
[14].

1.1.4. Behavior Monitoring and Anomaly 
Detection
AI algorithms possess the ability to learn and 
understand typical system or user behaviors, 
allowing them to identify deviations that could 
potentially indicate vulnerabilities. Through 
the analysis of system logs, user activities, or 
system behaviors, AI systems have the capaci-
ty to detect anomalies that may serve as red 
flags for unauthorized access attempts, 
privilege escalation, or other security breaches 
[10].

1.1.5. Natural Language Processing (NLP)
Leveraging the power of NLP techniques, 
textual sources such as security advisories, 
vulnerability reports, or user feedback can 

undergo thorough analysis. AI algorithms 
excel at extracting and scrutinizing pertinent 
information, recognizing vulnerability-specific 
keywords, and comprehending the contextual 
nuances surrounding reported vulnerabilities 
[10].

3.  Machine Learning-based 
Classification

Through the application of machine learning 
algorithms, datasets labeled with vulnerability 
information can serve as training material for 
code, network traffic, or system log classifica-
tion. These algorithms acquire the ability to 
discern whether a given instance is vulnerable 
or non-vulnerable by assimilating patterns and 
indicators extracted from historical data. This 
knowledge empowers them to effectively 
identify new instances of vulnerabilities based 
on their learned expertise [10].

4.  DEEP LEARNING

Harnessing the potential of deep learning 
techniques, including convolutional neural 
networks (CNNs) and recurrent neural 
networks (RNNs), proves valuable in scruti-
nizing intricate and unstructured data to uncov-
er vulnerabilities. For instance, CNNs excel at 
processing images depicting software interfac-
es or network diagrams, while RNNs excel at 
analyzing sequences of events or logs, 
enabling the detection of vulnerability-related 
patterns [10].

5.  DATA FUSION
 
AI systems excel at merging data from diverse 
sources, such as vulnerability databases, 
security feeds, or system logs, to construct a 
comprehensive and holistic perspective of 
potential vulnerabilities. By correlating infor-
mation gleaned from these distinct sources, AI 
algorithms bolster the accuracy and depend-
ability of vulnerability identification, enabling 
more robust cyber security measures.

6.  Intrusion Detection And 
Prevention

Intrusion detection and prevention involve the 
continuous monitoring of system logs and also 
the network traffic to identify potential securi-
ty breaches. A crucial role in this process by 
collecting and analyzing large amounts of data 
in real-time is played by automated security 
tool. These tools employ various techniques 
such as signature-based detection, anomaly 
detection, and behavior-based analysis to 
identify suspicious activities or patterns that 
may indicate unauthorized access attempts or 
other security threats. However, despite the 
automation provided by these tools, the exper-
tise and judgment of human analysts remain 
essential. Human analysts are responsible for 
reviewing the findings and analysis generated 
by the automated systems. They assess the 
severity and context of the detected threats, 
investigate any false positives or false 
negatives, and determine the appropriate 
response strategy. Human analysts bring their 
knowledge, experience, and critical thinking 
skills to interpret the data, validate the 

findings, and make informed decisions about 
how to respond effectively to the detected 
threats [15].

While automation streamlines the detection 
process and provides initial insights, human 
analysts add a layer of intelligence and contex-
tual understanding that cannot be replicated by 
machines alone. Their involvement ensures 
that the response to detected threats is tailored 
to the specific circumstances, aligns with 
organizational policies and priorities, and 
minimizes the risk of false positives or unnec-
essary disruptions to legitimate network activi-
ties. Human analysts also play a crucial role in 
adapting the intrusion detection and prevention 
systems to evolving threats by continuously 
learning from new attack techniques and 
adjusting the system configurations according-
ly [15].

In this topic, we will explore the initial three 
subtopics: Network-based Intrusion Detection 
and Prevention (NIDP), Host-based Intrusion 
Detection and Prevention (HIDP), and Intru-
sion Detection and Prevention Systems 
(IDPS).

6.1 Network-based Intrusion Detection and 
Prevention (NIDP)
Network-based Intrusion Detection and 
Prevention (NIDP) entails the surveillance of 
network traffic to identify and respond to 
potential intrusions. NIDP utilizes various 
techniques to analyze packet-level data and 
identify abnormal or malicious behavior. A 
fundamental approach in NIDP is packet 
analysis, which involves scrutinizing network 

packet headers and contents to identify 
patterns or anomalies indicating potential 
intrusions. Common techniques employed in 
packet analysis include deep packet inspection 
(DPI) and protocol analysis [16].

Anomaly detection is another crucial aspect of 
NIDP, involving the establishment of baseline 
behavior for comparison against current 
network activity to identify deviations. Statisti-
cal methods, machine learning algorithms, and 
behavioral analysis are frequently employed in 
anomaly detection to identify anomalies. By 
comparing present network traffic patterns to 
historical data or predefined thresholds, NIDP 
systems can generate alerts or implement 
preventive measures [17].

Signature-based detection is a well-established 
technique in NIDP, which entails comparing 
network traffic against a database of known 
attack signatures. If a match is found, the 
system raises an alert. Although signa-
ture-based detection efficiently identifies 
known attacks, it may struggle with detecting 
novel or previously unseen attack patterns. To 
overcome this limitation, intrusion detection 
and prevention systems often combine signa-
ture-based detection with anomaly-based 
approaches for heightened security [18].

Network traffic monitoring is an integral part 
of NIDP, encompassing the collection and 
analysis of network flow data, including 
source and destination IP addresses, ports, 
protocols, and session duration. Through 
network flow analysis, security administrators 
can identify suspicious patterns such as abnor-

mal data volumes or unusual communication 
patterns. Network flow data can also be 
utilized to visualize network activity and detect 
patterns that may not be discernible through 
other analysis techniques [19].

6.2 Host-based Intrusion Detection and 
Prevention (HIDP)
Host-based Intrusion Detection and Prevention 
(HIDP) focuses on monitoring activities and 
events on individual hosts or endpoints to 
protect against internal network-based attacks. 
HIDP techniques provide detailed visibility 
into host-level activities, playing a vital role in 
safeguarding systems. Log analysis is a key 
component of HIDP, as system logs contain 
valuable information regarding host activities, 
including login attempts, file accesses, system 
calls, and configuration changes. Analyzing 
log files enables security analysts to identify 
suspicious or unauthorized activities. Auto-
mated log analysis tools aid in detecting 
patterns or events of interest, facilitating 
efficient intrusion detection [20].

System call monitoring is another important 
HIDP technique that involves capturing and 
analyzing system calls made by programs or 
processes running on a host. By monitoring 
system calls, HIDP systems can detect 
malicious or abnormal behavior, such as unau-
thorized access attempts, privilege escalation, 
or file manipulation. Anomalies detected 
through system call monitoring can trigger 
alerts or proactive measures to mitigate poten-
tial risks. File integrity checking is a mecha-
nism employed to ensure the integrity of 
critical system files. HIDP systems often main-

tain hash or checksum values for each file and 
periodically verify their integrity by recalculat-
ing the hash and comparing it with the stored 
value. The detection of discrepancies indicates 
potential file modifications or tampering, 
which could signify a security breach [21].

Behavior-based detection techniques in HIDP 
involve the continuous monitoring and analy-
sis of process and application behavior running 
on hosts. This approach focuses on identifying 
deviations from expected behavior patterns, 
allowing for the detection of abnormal or 
potentially malicious activities. In conclusion, 
NIDP, HIDP, and IDPS form essential subtop-
ics in intrusion detection and prevention. By 
utilizing techniques such as packet analysis, 
anomaly detection, signature-based detection, 
log analysis, system call monitoring, and 
behavior-based detection, organizations can 
enhance their ability to identify and prevent 
intrusions, safeguarding their networks and 
systems from malicious activities [22].

6.3    Intrusion Detection and Prevention 
Systems (IDPS)
Intrusion Detection and Prevention Systems 
(IDPS) play a vital role in the identification 
and response to intrusions in computer 
networks and systems. These systems are 
designed to continuously monitor network 
traffic, host activities, and system logs, offer-
ing real-time capabilities for detecting and 
preventing threats. IDPS can operate in differ-
ent modes, including network-based, 
host-based, or a combination of both, to 
provide comprehensive security coverage. 
IDPS are built on a combination of technolo-

gies, methodologies, and algorithms to recog-
nize and mitigate security threats. To find 
malicious actions and potential vulnerabilities, 
they use cutting-edge detection techniques like 
signature-based detection, anomaly detection, 
and behavior-based analysis. [23].

Signature-based detection in IDPS involves 
comparing network traffic, host data, or system 
logs against known attack signatures or 
patterns. These signatures are derived from 
previously identified and documented 
malicious activities. If a match is found, the 
IDPS generates an alert, enabling security 
personnel to take appropriate actions. Signa-
ture-based detection is effective in identifying 
known attacks but may face challenges in 
detecting new or unknown attacks that lack 
pre-existing signatures. Anomaly detection is 
another essential component of IDPS. This 
technique involves establishing a baseline of 
normal behavior for the network or host and 
comparing ongoing activities against this 
baseline. Any deviation or anomaly from the 
established norm may indicate a potential 
intrusion. Anomaly detection algorithms 
utilize statistical methods, machine learning, 
and behavioral analysis to identify unusual 
patterns, network traffic spikes, or abnormal 
system behavior. By generating alerts based on 
detected anomalies, IDPS can aid in the detec-
tion of previously unseen or evolving threats. 
Behavior-based analysis is a proactive 
approach employed in IDPS to identify 
malicious activities based on the observed 
behavior of network traffic, applications, or 
system processes. By analyzing the sequence 
of actions, resource access patterns, or commu-

nication behavior, IDPS can detect deviations 
from expected behavior and raise alerts. 
Behavior-based analysis is particularly effec-
tive in detecting sophisticated attacks that may 
evade signature-based detection [24].

Apart from detection, IDPS also prioritize 
prevention and response. When a potential 
intrusion or suspicious activity is detected, 
IDPS can take various actions to prevent 
further harm or reduce the impact. These 
actions may involve blocking network traffic, 
isolating compromised hosts, resetting user 
sessions, or notifying security personnel for 
further investigation. IDPS can also integrate 
with other security systems, such as firewalls, 
to automatically enforce access control 
policies or update rule sets to enhance overall 
security.

6.4.    AI and Intrusion Detection and Preven-
tion
AI can augment the capabilities of human 
analysts and traditional security tools in sever-
al ways. Here are some examples:

6.4.1. Real-time monitoring
AI algorithms can analyze network traffic and 
system logs in real-time, allowing them to 
quickly identify and respond to potential 
threats. This is particularly useful in large or 
complex networks, where it may be difficult 
for human analysts to keep track of all the 
activity. AI can also flag potential threats that 
might otherwise go unnoticed by human 
analysts, such as low-level attacks that are 
designed to evade detection [25].

6.4.2. Anomaly detection
 AI can be trained to recognize normal patterns 
of network activity, and to flag any deviations 
from these patterns that might indicate the 
presence of a cyber threat. For example, AI can 
detect unusual login activity, identify attempts 
to exploit known vulnerabilities and alert 
security teams to potential threats that might 
otherwise go unnoticed. By detecting potential 
threats at an early stage, AI can help to 
minimize the damage caused by a cyber-attack 
[26].

6.4.3. Automated response
Automated response in cyber security refers to 
the use of AI-powered tools and algorithms to 
automatically perform certain actions in 
response to detected threats or security 
incidents. These automated actions help to 
prevent the spread of cyber-attacks and 
mitigate their impact. Let's explore an example 
to better understand how automated response 
works. Imagine a large organization with a 
sophisticated AI-powered intrusion detection 
system in place. This system continuously 
monitors the network for any suspicious activi-
ties or potential cyber threats. One day, the 
intrusion detection system identifies a series of 
network packets exhibiting patterns indicative 
of a DDoS (Distributed Denial of Service) 
attack. Upon detecting this potential threat, the 
AI-powered security tool automatically 
springs into action. It analyzes the incoming 
network traffic, identifies the malicious 
packets, and determines the best course of 
action to mitigate the attack. In this case, the AI 
system decides to block the IP addresses 
associated with the attacking packets. Using its 

automated response capabilities, the AI tool 
sends instructions to the organization's 
network infrastructure, specifically the 
firewalls or routers. These instructions result in 
the immediate blocking of the identified IP 
addresses, effectively stopping the malicious 
traffic from reaching the organization's 
network resources. Simultaneously, the AI 
system also initiates actions to isolate any 
infected systems within the organization's 
network. It identifies the compromised devic-
es, such as computers or servers that may be 
participating in the DDoS attack, and quaran-
tines them from the rest of the network. By 
isolating the infected systems, the AI tool 
prevents the attack from spreading further and 
causing additional damage to other network 
components [27].

In this scenario, the automated response 
capabilities provided by AI-powered security 
tools play a vital role in containing and mitigat-
ing the DDoS attack. By automatically block-
ing suspicious traffic and isolating infected 
systems, the AI system helps prevent the attack 
from disrupting the organization's network 
services and causing significant downtime. 
Furthermore, by automating these routine 
response tasks, the AI system reduces the 
workload on human analysts. Instead of spend-
ing time manually identifying and blocking 
malicious traffic, analysts can focus on more 
complex and strategic security tasks, such as 
investigating the root cause of the attack, 
identifying potential vulnerabilities, or 
fine-tuning the AI system's response 
algorithms.

Overall, the example highlights how automat-
ed response, facilitated by AI, can enhance an 
organization's ability to respond quickly and 
effectively to cyber threats. By leveraging AI's 
speed and precision, organizations can reduce 
response times, minimize the impact of 
attacks, and improve the efficiency of their 
security operations [28].

6.4.4. Predictive analysis
AI can also be used for predictive analysis, 
which involves using historical data to identify 
potential future threats. By analyzing patterns 
and trends in network activity over time, AI 
algorithms can identify potential vulnerabili-
ties and anticipate potential threats before they 
occur. This can help organizations to proac-
tively mitigate these threats before they can 
cause any damage.

However, it's important to remember that AI is 
not a panacea for all cyber security challenges, 
and it should be used in conjunction with other 
tools and techniques. For example, AI 
algorithms may not be able to detect advanced 
persistent threats (APTs) or zero-day vulnera-
bilities, which require human expertise and 
intuition to identify. Additionally, AI 
algorithms may be susceptible to false 
positives or false negatives, which can lead to 
unnecessary alerts or missed threats [29].

7.  Incident Response

Although they use different process methodol-
ogies, incident response and computer foren-
sics have similar goals. While both situations' 
primary goals are to investigate computer 

security incidents and contain their effects, 
incident response is more focused on bringing 
things back to normal while computer foren-
sics is more focused on producing evidence 
that can be used in court. 

An organization's response to improper or 
undesirable behavior using a computer or 
network component is known as an incident 
response. A methodical and well-planned 
approach should be employed to react rather 
than being caught off guard and launching a 
disorderly and potentially disastrous response. 
As a result, events are typically handled by a 
team known as the Computer Security Incident 
Response Team, or CSIRT, which is made up 
of individuals who possess the various certifi-
cations required for the response procedure 
[30].

7.1. Real time analysis of security events
The gathering, storing, and analyzing of all 
data relating to the incident that has occurred 
or is still occurring is one of the key activities 
in dealing with cyber security incidents [31].

Detecting security threats in real time is the 
responsibility of the security operations centre 
(SOC), a centralised organisation. It is an 
essential part of a CSIRT (Corporate Security 
Incident Response Team). A key piece of 
technology used in SOCs, SIEM systems 
collect security events from various sources 
within enterprise networks, normalise the 
events to a standard format, store the 
normalised events for forensic analysis, and 
correlate the events to detect malicious activi-
ties in real time. The authors of this essay 

emphasise the critical role SIEM systems play 
for SOCs, address current operational barriers 
to properly employing SIEM systems, and 
identify upcoming technical problems that 
SIEM systems will need to overcome to 
remain relevant [32].

7.2.    Automated Incident Triage
Recent years have seen a dramatic rise in the 
number of computer security incidents across 
all industries. Even small businesses suffer 
significant financial and reputational losses as 
a result of these accidents. Naturally, there has 
been a rise in demand for incident management 
relating to computers. Today, incident handling 
is still a challenging job that is primarily 
carried out by human expert teams. It is 
exceedingly expensive to retain such a team on 
call around-the-clock, especially in large 
organizations with extensive networks. Conse-
quently, it is highly desirable to have automat-
ed incident handling. It was extremely difficult 
to automate this process due to its complexity 
and reliance on humans [33]. 

Data triage is used by Security Operation 
Centers to separate the real "signals" from a lot 
of noisy alerts and "connect the dots" to answer 
some higher-level questions about the activi-
ties of the attack. This work intends to natural-
ly produce information emergency robots 
straightforwardly from network safety investi-
gators' activity follows. Data triage automatons 
that are currently in use, such as SIEMs and 
Security Information and Event Management 
systems (SIEMs), require expert analysts to 
dedicate time and effort to the creation of event 
correlation rules [34].

7.3.    Role of AI in Incident Response 
Artificial intelligence (AI) has a significant 
role to play in incident response, particularly in 
the early detection and rapid response to 
security incidents. AI-powered systems can 
monitor and analyze vast amounts of data and 
quickly identify anomalous behaviors or 
patterns that may indicate a potential security 
breach.

Here are some ways in which AI can help with 
incident response:

7.3.1. Early detection 
Early detection is a crucial aspect of cyber 
security as it allows organizations to identify 
potential threats and take proactive measures 
to mitigate them. Artificial Intelligence 
(AI)-powered systems play a significant role in 
enhancing early detection capabilities by 
monitoring network traffic, endpoints, and 
critical infrastructure for any signs of unusual 
activity or behavior. AI-powered systems 
leverage advanced algorithms and machine 
learning techniques to analyze vast amounts of 
data in real-time. By establishing a baseline of 
normal network behavior, these systems can 
identify anomalies that may indicate the 
presence of a threat. These anomalies could be 
deviations from typical patterns, such as unex-
pected network traffic spikes, unauthorized 
access attempts, or unusual data transfers. One 
of the significant advantages of AI-powered 
systems is their ability to detect threats that 
may go unnoticed by human analysts. While 
human analysts play a critical role in cyberse-
curity, they are limited by their capacity to 
process large volumes of data and to recognize 

subtle patterns or anomalies. AI systems, on 
the other hand, can analyze massive amounts 
of data quickly and efficiently, allowing them 
to identify potential threats in near real-time. 
To achieve early detection, AI systems employ 
various techniques. One common approach is 
anomaly detection, where AI algorithms learn 
from historical data to establish normal 
patterns of network behavior. They then 
continuously monitor incoming data and 
compare it to the established baseline. Any 
deviation from the norm triggers an alert, 
indicating a potential security threat. Another 
technique used by AI-powered systems is 
behavioral analysis. These systems monitor 
and analyze the behavior of endpoints, such as 
individual devices or users, to identify any 
abnormal activities. By learning from histori-
cal data and establishing typical user behav-
iors, AI algorithms can identify behavior that 
deviates from the norm, which may suggest 
malicious intent or compromised endpoints 
[35].

7.3.2. Rapid response
AI systems play a crucial role in alerting 
security teams to potential security incidents, 
enabling them to respond promptly and 
mitigate the impact of the incident. Through 
continuous monitoring and analysis of network 
traffic, endpoints, and critical infrastructure, 
AI-powered systems can quickly identify 
anomalies and suspicious activities that may 
indicate a security breach or cyber attack. 
When an AI system detects unusual activity or 
behavior, it generates an alert that is immedi-
ately relayed to the security team. These alerts 
serve as early warnings, providing crucial 

information about potential threats before they 
can cause significant harm. By leveraging 
advanced algorithms and machine learning 
techniques, AI systems can differentiate 
between normal and abnormal patterns, 
helping to identify potential security incidents 
in real-time. The quick alerting capability of AI 
systems is beneficial for several reasons. First, 
it allows security teams to respond swiftly, 
minimizing the time window for attackers to 
exploit vulnerabilities or escalate their activi-
ties. By receiving alerts in near real-time, 
security professionals can take immediate 
action to investigate and contain the incident, 
preventing further compromise of systems and 
data. Second, early detection and rapid 
response help mitigate the impact of security 
incidents. By identifying threats at an early 
stage, organizations can limit the potential 
damage caused by unauthorized access, data 
breaches, or malicious activities. Security 
teams can implement appropriate countermea-
sures, such as isolating affected systems, 
blocking malicious traffic, or initiating 
incident response protocols to contain and 
mitigate the incident swiftly [36].

7.3.3. Automated investigation
AI can help automate the process of investigat-
ing security incidents. This can help reduce the 
time and resources required to identify and 
remediate security issues.

7.3.4. Threat intelligence
AI can analyze vast amounts of threat intelli-
gence data and provide insights into emerging 
threats and vulnerabilities. This can help 
security teams stay ahead of the curve and 

proactively address potential security risks.

7.3.5. Behavioral analysis 
AI can analyze user behavior and identify 
anomalous patterns that may indicate insider 
threats or other malicious activity [37].

8. Forensics Analysis

The development of digital technology over 
the past ten years has had a significant impact 
on our day-to-day lives and business practices. 
As a result, the digital forensics field will face 
numerous challenges as this evolution contin-
ues [38]. 

The goal of forensic analysis is to uncover and 
interpret evidence that can help investigators 
understand what happened, identify potential 
suspects or perpetrators, and provide evidence 
for use in court. Forensic analysts may work 
for law enforcement agencies, government 
agencies, or private companies, and their work 
may be used in criminal investigations, civil 
lawsuits, and other legal proceedings. There-
fore, Digital forensics is a complex and evolv-
ing field. To conduct effective forensic analy-
sis in cyber security, analysts must have a deep 
understanding of computer systems, network 
protocols, and cyber threats. They must also be 
familiar with the legal and regulatory require-
ments for handling digital evidence, as well as 
the ethical considerations involved in handling 
sensitive data [39].

9. How AI Can Assist in Foren-
sics Analysis

Compared to other application domains, digital 
forensics appears to have used automation and 
AI less frequently[40]. Artificial intelligence 
(AI) has the potential to significantly aid foren-
sic analysis in a number of ways. Here are a 
few instances:

9.1. Data Analysis
AI can analyze vast amounts of data collected 
during forensic investigations, including 
network traffic logs, system logs, and other 
digital evidence. With machine learning 
algorithms, AI can identify patterns and anom-
alies in the data, which may be indicative of a 
cyber attack or other malicious activity [37].

9.2. Image and Audio Analysis
 When it comes to image analysis, AI 
algorithms can be trained to identify and 
classify objects, faces, and other visual 
elements within images. By utilizing deep 
learning models and neural networks, AI can 
accurately detect and recognize specific 
objects or individuals. This capability proves 
invaluable in forensic investigations where 
identifying suspects or potential evidence is 
crucial. AI systems can rapidly process large 
volumes of images and flag relevant informa-
tion, significantly reducing the time and effort 
required for manual examination. Further-
more, AI can assist in facial recognition, 
comparing faces captured in images or video 
footage against databases of known individu-
als. This technology can help identify persons 
of interest or locate missing individuals by 
matching faces from surveillance footage, 
social media images, or other sources. AI-pow-
ered facial recognition systems have been 

instrumental in solving numerous criminal 
cases by linking suspects to evidence or estab-
lishing the presence of certain individuals at 
crime scenes. In the context of video analysis, 
AI algorithms can analyze video content to 
extract meaningful information. This includes 
tracking the movement of objects or individu-
als, detecting specific activities or behaviors, 
and identifying important events within the 
footage. AI can also perform forensic video 
enhancement, enhancing the quality of 
low-resolution or poorly captured videos to 
improve visibility and aid in identifying key 
details. These capabilities enable investigators 
to reconstruct events, identify patterns, and 
gather evidence from video recordings more 
efficiently [41].

9.3. Predictive Analytic
Predictive analytic is a type of data analysis 
that uses machine learning algorithms to 
analyze historical data and identify patterns 
and trends that can be used to predict future 
events. In the context of cyber security, predic-
tive analytic can be used to identify potential 
security threats or vulnerabilities by analyzing 
historical data from previous incidents. Predic-
tive analytic models driven by AI can examine 
a large amount of data from a variety of sourc-
es, including system logs, network traffic logs, 
and other digital evidence. The models can 
spot trends and oddities in the data that might 
point to a security risk, such a cyberattack 
attempt or a system weakness that could be 
used by hackers. By using these predictive 
models, security teams can be alerted to poten-
tial security breaches in real-time, allowing 
them to take proactive steps to prevent or 

mitigate the damage caused by a cyber attack. 
For example, if a predictive model identifies a 
potential threat in real-time, security teams can 
investigate the issue and take steps to prevent 
the attack before it causes any damage. The use 
of predictive analytics in cyber security can 
help organizations to stay ahead of potential 
security threats and to anticipate new attack 
methods, allowing them to implement proac-
tive security measures to prevent cyber attacks. 
Additionally, predictive analytic can be used to 
identify vulnerabilities in systems and applica-
tions, enabling organizations to take corrective 
action to secure their infrastructure and reduce 
the risk of a successful attack [42].

9.4. Natural Language Processing (NLP)
AI-powered NLP algorithms can analyze text 
data, such as emails, chat logs, and social 
media posts, to identify keywords or phrases 
that may be related to an incident. This can 
help investigators identify potential suspects or 
gain insights into the motives behind an attack 
[43].

9.5. Malware Analysis
 AI can help in analyzing malware by detecting 
and classifying malicious code. It can also 
identify patterns in the behavior of malware to 
help investigators identify its origin and the 
extent of the damage caused. The makers of the 
Magnet Axiom forensic examination tool, 
Magnet Forensics, included machine learning 
in their Magnet [44].

10.  Identifying The Source And 
Cause Of A Security Incident
Forensic analysis plays a critical role in deter-

mining the origin and cause of a security 
incident. It involves a systematic examination 
of digital evidence to understand what 
happened, how it occurred, who was responsi-
ble, and the extent of the damage [45]. Below 
are steps involved in conducting forensic 
analysis to identify the source and cause of a 
security incident:

1. Secure the Affected System: The initial 
step is to isolate and secure the affected 
system to prevent further harm or data 
loss. This may entail disconnecting the 
system from the network or taking it 
offline.

2. Document the Incident: Promptly docu-
ment the incident by taking comprehen-
sive notes, photographs, or videos of the 
affected system. Capture relevant infor-
mation like error messages, timestamps, 
or any unusual behavior observed.

3. Preserve Evidence: To maintain the integ-
rity of the evidence, create a forensic copy 
of the affected system's storage media. 
This involves making a bit-by-bit replica 
of the entire storage device or disk 
partition. The copy will be used for analy-
sis while leaving the original evidence 
untouched.

4. Conduct Initial Analysis: Analyze system 
logs, network traffic logs, firewall logs, 
intrusion detection system (IDS) logs, and 
other relevant data sources to gather initial 
information about the incident. Look for 
signs of unauthorized access, unusual 
activities, or anomalies.

5. Recover Deleted or Hidden Data: 

Employ forensic tools and techniques to 
recover deleted or concealed data that may 
provide valuable insights into the incident. 
This may involve examining temporary 
files, registry entries, or system artifacts 
that can shed light on the source and 
cause.

6. Perform Malware Analysis: If malware is 
suspected, conduct a detailed analysis of 
suspicious files or software. Use special-
ized tools to analyze the malware's behav-
ior, identify its characteristics, and deter-
mine its origin.

7. Network Traffic Analysis: Scrutinize 
network traffic logs, packet captures, or 
firewall logs to identify any suspicious or 
unauthorized network activity. Look for 
indicators of unauthorized access, data 
exfiltration, or communication with 
known malicious entities.

8. Timeline Reconstruction: Create a 
timeline of events based on the gathered 
evidence. This timeline should outline the 
sequence of actions leading up to and 
following the incident. It can help identify 
the initial compromise and the attacker's 
activities throughout the attack.

9. User and System Analysis: Analyze user 
accounts, system configurations, and 
access controls to identify potential 
vulnerabilities or weaknesses that may 
have been exploited during the incident. 
Look for signs of unauthorized access or 
privilege escalation.

10. Collaboration and Expert Consultation: 
In complex cases, collaborate with other 

experts such as network administrators, 
incident response teams, or law enforce-
ment agencies. Their expertise and 
resources can assist in the investigation 
and analysis process.

11. Report Findings: Prepare a detailed 
report summarizing the forensic analysis 
findings. Include a description of the 
incident, the methods used for analysis, 
the identified source and cause of the 
incident, and recommendations for 
preventing future incidents.

It's important to note that forensic analysis is a 
specialized field, and it is advisable to involve 
experienced professionals or a dedicated 
incident response team to ensure a comprehen-
sive and accurate investigation.

12.  Data Carving

Data carving is a fundamental technique 
employed in the field of digital forensics to 
retrieve fragmented or deleted files from 
storage media. It involves the identification 
and reconstruction of files based on their 
distinct signatures or patterns, circumventing 
the structure of the file system. Data carving 
proves particularly valuable when convention-
al file recovery methods are ineffective or 
when dealing with intentionally erased or 
damaged files [46].

The process of data carving entails scouring 
the raw binary data of a storage device in 
search of specific file headers, footers, or other 
data patterns. These patterns serve as indica-
tors suggesting the presence of a particular file 

type, such as documents, images, videos, or 
archives. By recognizing these signatures, data 
carving tools can extract and reconstruct files 
from the scattered or unallocated space on the 
storage medium [47].

Data carving algorithms typically function by 
scrutinizing the binary data and identifying 
distinct patterns or structures that signify the 
beginning and end of a file. Once a potential 
file is detected, the carving tool proceeds to 
extract the file by copying the corresponding 
data blocks into a separate file, ultimately 
generating a reconstructed version of the 
original file. One of the primary challenges 
encountered in data carving involves handling 
fragmented files. Due to factors like partial 
overwriting or deletion, files on a storage 
device are often stored in non-contiguous 
clusters or sectors. Data carving algorithms 
must possess the ability to identify and assem-
ble these dispersed fragments in order to 
accurately reconstruct the complete file [48].
Another obstacle involves the potential occur-
rence of false positives or false negatives 
during the data carving process. False positives 
arise when the carving tool incorrectly identi-
fies non-file data as a file, which can lead to the 
recovery of irrelevant or corrupted data. 
Conversely, false negatives occur when a 
carving tool fails to identify and recover a valid 
file.To enhance the accuracy and efficiency of 
data carving, a range of techniques and heuris-
tics have been developed. These include 
advanced signature matching algorithms, file 
format-specific carving, entropy analysis, and 
error correction mechanisms [49].
Data carving plays a critical role in digital 

forensics, enabling investigators to retrieve 
valuable evidence from storage media, even in 
cases where the file system has been compro-
mised or intentionally tampered with. It is an 
indispensable tool in investigations related to 
cyber crime, data breaches, intellectual proper-
ty theft, and other digital offenses [50].

12.   CONCLUSION
The role of artificial intelligence (AI) in cyber 
security and incident response is constantly 
evolving and holds great potential for future 
developments. Looking ahead, the future of 
cyber security will likely be shaped by emerg-
ing technologies such as quantum computing, 
5G networks, and the increasing integration of 
AI and automation. These advancements bring 
new opportunities but also introduce novel 
security risks and challenges that will require 
proactive measures and innovative solutions.
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technique for phishing detection because they 
are easy to interpret and can handle both 
categorical and numerical data. Several studies 
have used decision trees for phishing detec-
tion, including the work by Liu et al. (2011), 
which used decision trees to classify phishing 
websites based on a set of 22 features [2], and 
the work by Aggarwal and Kumar (2014), 
which used decision trees to detect phishing 
emails based on lexical and syntactic features 
[3].

Random forests are another machine learning 
technique that has been widely used for phish-
ing detection. Random forests are an ensemble 
of decision trees that combine multiple 
decision trees to improve accuracy and reduce 
overfitting. Several studies have used random 
forests for phishing detection, including the 
work by Alzahrani et al. (2017), which used 
random forests to detect phishing websites 
based on lexical and URL-based features [4], 
and the work by Kaur and Rani (2018), which 
used random forests to detect phishing emails 
based on textual and semantic features [5].

Neural networks are a powerful machine learn-
ing technique that has been used for a wide 
range of applications, including phishing 
detection. Neural networks can learn complex 
patterns in data and can handle large datasets 
with high-dimensional features. Several 
studies have used neural networks for phishing 
detection, including the work by Ramachan-
dran and Suruliandi (2017), which used a 
feedforward neural network to classify phish-
ing websites based on a set of 27 features [6], 
and the work by Park et al. (2018), which used 

a convolutional neural network to detect phish-
ing emails based on textual and visual features 
[7].

Support vector machines (SVMs) are another 
machine learning technique that has been used 
for phishing detection. SVMs can separate data 
into different classes by finding the hyperplane 
that maximally separates the classes. Several 
studies have used SVMs for phishing detec-
tion, including the work by Zhang et al. (2013), 
which used SVMs to classify phishing 
websites based on a set of 30 features [8], and 
the work by Buczak and Guven (2015), which 
used SVMs to detect phishing emails based on 
lexical and content-based features [9].

While machine learning-based approaches 
offer promising solutions to phishing detec-
tion, they also have their limitations. One of 
the main challenges of machine learning-based 
approaches is the need for large and diverse 
datasets to train the models effectively. Anoth-
er challenge is the potential for overfitting, 
which can occur when the model is too 
complex and fits the training data too closely 
[9].

2.2. Comparative Analysis
Our proposed approach for detecting phishing 
websites using decision trees [2] was 
compared with existing phishing detection 
techniques in the literature. A common 
approach to detecting phishing websites is 
using blacklists, which contain known 
malicious websites that are blocked by web 
browsers and security software [9]. However, 
this approach is limited by the fact that it can 

2.3.2. Feature Selection and Engineering:
In the feature selection and engineering stage, 
relevant features are selected from the dataset 
to improve the accuracy of the decision tree 
classifier. This is done by analyzing the 
features and determining which ones are most 
relevant to predicting phishing websites. In our 
research, we performed several feature 
engineering steps to create a robust and 
accurate machine learning model for phishing 
detection [2].

Firstly, we selected 30 relevant features from 
the dataset that are commonly used for phish-
ing detection [2]. Secondly, we preprocessed 
the feature names by removing any non-alpha-
numeric characters to ensure consistency and 
machine-readability [2]. Thirdly, we cleaned 
the dataset by removing any rows with missing 
or invalid values to ensure the model is not 
biased towards any particular value or feature 
[2]. Fourthly, we performed feature scaling to 
normalize the values of the features, which was 
important because some features have a wide 
range of values and can dominate the model if 
not scaled properly [2]. Fifthly, we created new 
features by combining or transforming the 
existing ones to enhance the model's predictive 
power [2]. Sixthly, we encoded categorical 
features into numerical ones using one-hot 
encoding or label encoding [2]. Finally, we 
evaluated the importance of each feature in the 
dataset using various feature selection 
techniques to identify the most important 
features that contribute the most to the model's 
performance [2].

These feature engineering steps were critical in 

creating a robust and accurate model for phish-
ing detection [2].

2.3.3. Model Selection and Evaluation
In the model selection and evaluation stage, a 
decision tree classifier is chosen as the model 
because it is simple, interpretable, and has 
been shown to perform well on similar 
datasets. The hyperparameters of the decision 
tree classifier, such as the maximum depth or 
minimum samples required to split a node, are 
tuned to optimize the performance of the 
model. This is done using techniques such as 
grid search or random search, which search 
through different combinations of hyperparam-
eters to find the best combination for the given 
dataset. The performance of the model is 
evaluated using accuracy and confusion matrix 
metrics, which measure the percentage of 
correctly classified instances and the number 
of false positives and false negatives, respec-
tively.

3.  Results And Analysis

3.1. Performance and Analysis
The decision tree classifier achieved an accura-
cy of 0.9597, indicating that it correctly classi-
fied 95.97% of the websites in the dataset. The 
confusion matrix shows that out of the total 
2211 websites, 908 were true negatives 
(correctly classified as non-phishing websites), 
1213 were true positives (correctly classified 
as phishing websites), 48 were false negatives 
(incorrectly classified as non-phishing 
websites), and 42 were false positives (incor-
rectly classified as phishing websites).

4.  Results 

The decision tree model achieved an accuracy 
of 95.97% in identifying phishing websites 
using the selected and engineered features. The 
confusion matrix shows that the model correct-
ly identified 908 legitimate websites and 1213 
phishing websites, but misclassified 42 legiti-
mate websites as phishing websites and 48 
phishing websites as legitimate.

4.1. Contributions and Limitations
The study contributes to the field of online 
security by proposing a decision tree-based 
approach to identify phishing websites using 
website features. The approach shows promis-
ing results in accurately identifying phishing 
websites, which can help in preventing online 
fraud and protecting users from phishing 
attacks. However, the limitations of the study 
include the use of a single dataset and the 
reliance on website features for identification, 
which may not be effective in identifying 
sophisticated phishing attacks.

4.2. Implications and Applications
The proposed approach has potential implica-
tions and applications in the context of online 
security. This approach can be used by organi-
zations and individuals to identify phishing 
websites and prevent online fraud. The 
approach can also be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection.

5.  Conclusion

Future research can focus on enhancing the 

Fig 2. Confusion matrix

3.2. EXPERIMENT AND OBSERVA-
TIONS
The experimentation process involved select-
ing and engineering relevant features, training 
and tuning a decision tree classifier, and evalu-
ating its performance using accuracy and 
confusion matrix metrics. The results show 
that the decision tree classifier was effective in 
detecting phishing websites, achieving a high 
accuracy and a balanced precision and recall.
Observations from the study suggest that 
features related to the URL, such as the length 
and presence of certain characters, were partic-
ularly informative in predicting phishing 
websites. Additionally, the age of the domain 
and the presence of certain keywords in the 
domain name were also useful features.
Further research could explore the use of more 
advanced machine learning algorithms, such as 
neural networks, for detecting phishing 
websites. Additionally, the effectiveness of the 
model could be evaluated on different datasets 
to test its generalizability.

only detect known phishing websites and is 
unable to detect new or unknown phishing 
websites.

Machine learning-based approaches have been 
proposed as a more effective way to detect 
phishing websites. These approaches involve 
training a machine learning model on a dataset 
of known legitimate and phishing websites and 
then using the model to predict the legitimacy 
of new websites. Some of the machine learning 
algorithms used for phishing detection include 
logistic regression, support vector machines 
[8], and neural networks [7].

Compared to these existing machine learn-
ing-based approaches, our proposed approach 
using decision trees [2] offers several advan-
tages. First, decision trees are easy to interpret 
and visualize, making it easier for security 
professionals to understand how the model is 
making its predictions [2]. Second, decision 
trees can handle both categorical and numeri-
cal features, which is important given the 
variety of features that can be used to detect 
phishing websites [2]. Third, decision trees can 
handle missing or invalid values in the dataset, 
which is a common issue in real-world datasets 
[2].

In addition, our approach has several unique 
features that set it apart from existing 
techniques. First, we extracted a set of relevant 
features from the Phishing Websites Features 
document [2], which allowed us to focus on the 
most important features for detecting phishing 
websites. Second, we preprocessed the feature 
names to remove any non-alphanumeric 

characters, which simplified the data cleaning 
process. Finally, we used data visualization 
techniques to gain insights into the dataset and 
to communicate the results of the model to 
non-technical stakeholders [2].

Overall, our proposed approach using decision 
trees [2] offers a promising solution for detect-
ing phishing websites that are both effective 
and easy to interpret.

2.3. METHODOLOGY

2.3.1. Data Collection and Preprocessing
In the data collection and preprocessing stage, 
the dataset is obtained from the UCI Machine 
Learning Repository, which is a reliable source 
of machine learning datasets. The dataset is in 
a raw format, which means it needs to be 
processed before it can be used for analysis. 
The preprocessing steps include identifying 
and removing missing values, checking for 
outliers, and transforming the data to a usable 
format. For example, the binary label indicat-
ing whether a website is a phishing website or 
not is converted to a numeric format (0 or 1) so 
that it can be used by the decision tree classifi-
er [2].

Fig 1. Count of legitimate and phishing 
website

1.    Introduction

1.1. Background and Motivation
Phishing attacks are a serious threat to online 
security, with the potential to cause significant 
financial and personal harm to users. Phishing 
attacks involve the use of deceptive emails or 
websites that are supposed to trick victims into 

divulging sensitive information such as 
passwords, credit card numbers, or sensitive 
personal details. These attacks are becoming 
increasingly complex and difficult to detect, 
making it crucial to develop effective 
techniques for identifying and preventing them 
[1].
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1.2. Problem Statement
The problem addressed in this study is the 
detection of phishing websites using machine 
learning algorithms. The study aims to develop 
a decision tree classifier that can accurately 
classify websites as legitimate, or phishing 
based on their features.

1.3. Aims
The study aims to answer the following 
research questions:

1.3.1. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.2. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.3. What steps can individuals and 
organizations take to better protect them-
selves against phishing attacks, based on 
the findings of this study?

1.4. Contribution and Scope
The contribution of this study is the develop-
ment of a machine learning approach to detect-
ing phishing websites, which can be used to 
improve online security. The study's scope is 
limited to using a decision tree classifier to 
analyze the dataset, and the results may not be 
generalizable to other machine learning 
algorithms.

2.  Related Work

2.1. Literature Review

Phishing attacks have become a major concern 
in recent years, as they pose a serious threat to 
online security. Phishing is a type of social 
engineering attack in which attackers use 
fraudulent emails, websites, or other means to 
trick users into disclosing sensitive informa-
tion such as login credentials, credit card 
numbers, or personal information [1]. Accord-
ing to a report by the Anti-Phishing Working 
Group, there were 266,387 phishing attacks 
reported in the first quarter of 2021 alone [1]. 
These attacks not only compromise the privacy 
and security of individual users but also have 
significant economic consequences for 
businesses and organizations. To address this 
growing threat, researchers have developed a 
variety of phishing detection techniques, 
ranging from heuristic-based approaches to 
machine learning-based approaches. Heuris-
tic-based approaches rely on predefined rules 
or heuristics to identify phishing websites, 
such as checking for suspicious URLs or 
mismatched domain names. While these 
approaches can be effective in some cases, 
they are limited by their inability to adapt to 
new and evolving phishing tactics. Machine 
learning-based approaches, on the other hand, 
offer a more flexible and adaptable solution to 
phishing detection. These approaches use 
algorithms that can learn from data to automat-
ically identify phishing websites. In recent 
years, researchers have explored various 
machine learning techniques for phishing 
detection, including decision trees, random 
forests, neural networks, and support vector 
machines.

Decision trees are a popular machine learning 

prioritization, leave no stone unturned. 
Conduct a meticulous scan of every 
component within the system.

4. Effective Reporting: Establish a stream-
lined reporting mechanism to promptly 
communicate any ambiguities or concerns 
to higher-level staff.

5. Vulnerability Assessment and Ticket 
Assignment: Assess the vulnerabilities 
discovered and assign tickets based on the 
level of risk acceptance and urgency.

6. Solution Verification and Remediation: 
Verify the effectiveness of applied 
solutions and ensure they successfully 
mitigate the identified vulnerabilities.

7. Continuous Improvement: Embrace an 
iterative approach by repeating the 
improvement cycle to enhance the assess-
ment process continually.

   

2.1    How  AI  can  be  used  for  Vulnerability
Security vulnerabilities encompass various 
flaws and weaknesses found within informa-

tion technology and its associated products, 
spanning across different levels and compo-
nents of an information system. These 
deficiencies directly impact the smooth opera-
tion of the entire information system. When 
maliciously exploited, they can gravely 
compromise the integrity, confidentiality, and 
availability of the system. Consequently, the 
study of security vulnerabilities stands as a 
fundamental aspect within the realm of infor-
mation security research [11]. In light of the 
escalating complexity of cyber threats, 
traditional security techniques are no longer 
sufficient to safeguard against these 
ever-evolving risks. Consequently, businesses 
are turning to artificial intelligence (AI) to 
bolster their cybersecurity strategies. AI offers 
enhanced capabilities for detecting and 
responding to threats, bolstering vulnerability 
management, and improving compliance and 
governance practices. By leveraging AI 
technologies such as machine learning, natural 
language processing, behavioral analytics, and 
deep learning, organizations can fortify their 
cyber defenses and shield themselves against a 
wide array of cyber threats, including malware, 
phishing attacks, and insider threats. AI has 
numerous applications in the cyber security 
industry, including [10].

2.1.1. Threat Detection and Response
AI plays a pivotal role in cyber security by 
enabling efficient threat detection and 
response. By leveraging machine learning 
techniques and natural language processing, 
organizations can analyze vast amounts of data 
to identify patterns and anomalies indicative of 
cyber threats. Intrusion detection systems 



proposed approach by incorporating additional 
features and using more advanced machine 
learning techniques. Additionally, the 
proposed approach can be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection. 
Further research can also explore the use of 
ensemble methods and deep learning 
techniques for identifying phishing attacks.
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1.  Introduction

 Cyber security is the safety of 
records/statistics, property, services, and 
systems of cost to reduce the possibility of 
loss, damage/corruption, compromise, or 

misuse to a stage commensurate with the cost 
assigned. As time-sharing structures emerged 
within the mid to past-due 1960s and more 
than one job and users have been capable of 
running on equal time, controlling the get 
admission to the facts in the system became a 
primary point of the subject. One answer that 

turned into used become to manner categorized 
statistics one degree at a time and "sanitize" the 
device after the jobs from one stage have been 
run and earlier than the jobs for the subsequent 
stage were run. This approach to pc protection 
became referred to as durations processing 
because the jobs for every level had been all 
run over their particular length of the day. This 
becomes an inefficient manner to use the 
device, and an effort changed into made to 
locate greater green software solutions to the 
multilevel security problem. Another approach 
is including extra functions or mechanisms in a 
laptop gadget another manner of enhancing 
laptop security. The mechanisms offered in this 
phase are grouped into authentication mecha-
nisms, get admission to control and inference 
manipulation. The other approach to improv-
ing the safety of a system is to difficulty the 
system to rigorous warranty strategies on the 
way to increase one's self-belief that the 
system will perform as preferred. Among those 
strategies are penetration analysis, formal 
specification and verification, and covert 
channel evaluation. None of these techniques 
assure a stable system. The best boom is one's 
self-belief inside the protection of the gadget 
[1].

During the Initial Response, the gathering of 
data regarding the incident that began inside 
the previous section maintains. The goal is to 
accumulate enough data to allow the formula 
of an adequate response method in the next 
step. Typically, the data this is amassed in this 
step includes interviews of any individuals 
concerned in reporting the suspected incident, 
and available network surveillance logs or IDS 

reviews, which can suggest that an incident 
took place. The aim of the formulation of the 
response strategy is "thinking about the totality 
of the occasions" that surround the incident. 
These occasions include the criticality of the 
affected systems or statistics, what sort of 
attacker is suspected, and what the overall 
harm would possibly amount to. A business 
enterprise's response posture, which defines its 
coverage concerning the response to pc protec-
tion incidents, might also have a big effect on 
the choice of a reaction method. During the 
research of the incident, exceptional varieties 
of proof relevant to the incident, e.g. Host- or 
network-based proof, are accumulated with the 
purpose to reconstruct the occasions that 
comprise the computer protection incident. 
This reconstruction ought to provide reasons 
for what came about, when, how, or why it 
occurred, and who is accountable. To gain this, 
an investigation is usually divided into two 
steps: Data Collection and Data Analysis. The 
cause of the Resolution section is to take the 
right measures to contain an incident, remedy 
the underlying troubles that brought on the 
incident, and take care that a similar incident 
will now not occur once more. All the import-
ant steps completed must be taken and their 
progress supervised to verify that they may be 
powerful. Adjustments to the affected systems 
must be best completed after amassing viable 
evidence, otherwise, that evidence is probably 
lost. After the resolution of the incident is 
entire, it may be necessary to update protection 
rules or the IR techniques, if the reaction to the 
incident uncovered a weak spot in contempo-
rary exercise [2].

Artificial intelligence in cyber security is 
beneficial as it improves how safety profes-
sionals examine, look at, and understand 
cybercrime. It complements the cyber protec-
tion technology that businesses use to fight 
cybercriminals and assist keep groups and 
customers secure. On the opposite hand, artifi-
cial intelligence can be very aid extensive. It 
may not be sensible in all applications. More 
importantly, it can also serve as a new weapon 
inside the arsenal of cybercriminals who use 
the generation to hone and enhance their cyber 
attacks. Synthetic intelligence in cyber security 
is beneficial as it improves how safety profes-
sionals examine, look at, and understand 
cybercrime. It complements the cyber protec-
tion technology that businesses use to fight 
cybercriminals and assist keep groups and 
customers secure. On the opposite hand, artifi-
cial intelligence can be very aid extensive. It 
may not be sensible in all applications. More 
importantly, it can also serve as a new weapon 
inside the arsenal of cybercriminals who use 
the generation to hone and enhance their cyber 
attacks. Artificial intelligence is a developing 
area of interest and investment in the cyber 
protection community. Let's hash it out. How 
artificial intelligence cyber security features 
improve digital safety ideally, if you're like 
many modern-day corporations, you have 
more than one tier of protection in location — 
perimeter, community, endpoint, software, and 
statistics security measures. For example, you 
could have hardware or software firewalls and 
network security answers that track and deter-
mine which network connections are allowed 
and block others. If hackers make it past these 
defenses, then they'll be up against your antivi-

rus and antimalware solutions. Then possibly 
they'll face your intrusion detection/intrusion 
prevention answers (IDS/IPS), and many 
others [3].

Not a lot of scarce literary resources describing 
attempts to apply Artificial Intelligence strate-
gies in Incident Handling, however, based on 
our enjoyment of the introduction of Artificial 
Intelligence strategies in Tactical, and particu-
larly, Operational Cyber Intelligence, we've 
got come to the conclusion that gift the primary 
characteristic of Artificial Intelligence in 
Incident Handling can be fixing a category 
challenge, i.e. The unambiguous reference of 
the modern-day incident to one of the elements 
of the Classification Scheme, where for every 
element applicable techniques and workflows 
have been developed [4].

For the long term, the IR technique has been 
driven and completed with the aid of people. 
Automation in the execution of cyber attacks 
has significantly expanded the tempo with 
which assaults are now carried out, making it 
difficult for human analysts to follow. Alert 
fatigue is a commonplace problem among 
safety teams that are overwhelmed with the aid 
quantity and pace of in recent times automated 
cyber assaults. AI rises as a method to address 
this problem, being already gifted within the 
discipline of cyber security, both in literature 
and security products. AI is also used as an 
offensive device for carrying out cyber 
assaults, leading to the necessity of leveraging 
AI for protection as a way of tackling the speed 
and volume of such assaults. It is equally 
important, even though, to not forget the AI it 

as a goal for the cyber attack. For the long 
term, the IR technique has been driven and 
completed with the aid of people. Automation 
in the execution of cyber attacks has signifi-
cantly expanded the tempo with which assaults 
are now carried out, making it difficult for 
human analysts to follow. Alert fatigue is a 
commonplace problem among safety teams 
that are overwhelmed with the aid quantity and 
pace of in recent times automated cyber 
assaults. AI rises as a method to address this 
problem, being already gifted within the 
discipline of cyber security, both in literature 
and security products. AI is also used as an 
offensive device for carrying out cyber 
assaults, leading to the necessity of leveraging 
AI for protection as a way of tackling the speed 
and volume of such assaults. It is equally 
important, even though, to not forget the AI as 
a goal for cyber attack [5].

2.  Vulnerability Assessment

In the contemporary interconnected and 
digitized world, the cybersecurity landscape 
has grown increasingly intricate and sophisti-
cated. Organizations now confront a myriad of 
perils posed by cyber criminals who exploit 
vulnerabilities in their systems and networks, 
aiming to illicitly access sensitive information, 
disrupt operations, or inflict financial losses. 
To confront and mitigate these risks, organiza-
tions employ a range of security measures, 
among which vulnerability assessment emerg-
es as a pivotal component of their comprehen-
sive cybersecurity and incident response strate-
gies. Undoubtedly, vulnerability assessment 
assumes paramount importance within the 

realm of cybersecurity administration. It 
entails the meticulous identification of vulner-
abilities present in software and systems, 
constituting a proactive process of scanning 
and scrutinizing potential targets and emerging 
threats with the aim of averting malicious 
attacks [6]. The domain of Vulnerability 
Assessment has reached a considerable level of 
maturity; however, keeping up with the wide 
range of computing and digital devices requir-
ing scrutiny poses a significant challenge [7]. 
This practice revolves around a methodical 
approach to pinpointing and assessing vulnera-
bilities existing within an organization's IT 
infrastructure, applications, and systems. It 
encompasses proactive scanning, testing, and 
analysis of potential weaknesses that may be 
exploited by malicious individuals. Conven-
tional approaches to vulnerability assessment 
have predominantly relied on manual 
techniques and static rule-based systems, 
which frequently struggle to match the pace of 
the evolving threat landscape and the relentless 
growth in both the volume and intricacy of 
vulnerabilities [8]. The advent of artificial 
intelligence (AI) has brought about a transfor-
mative shift in the realm of cybersecurity, 
encompassing vital aspects such as vulnerabili-
ty assessment and incident response. AI 
introduces fresh capabilities and efficiencies 
that hold the potential to greatly enhance the 
effectiveness and efficiency of these pivotal 
security processes. Through harnessing 
machine learning algorithms, natural language 
processing (NLP), and deep learning method-
ologies, AI-powered vulnerability assessment 
empowers organizations to identify, analyze, 
and address vulnerabilities in a more proactive, 

precise, and timely manner. As highlighted by 
Cybersecurity Ventures, a staggering 111 
billion lines of new software code are generat-
ed worldwide on an annual basis (Ventures, 
2017). By employing automated mechanisms 
to aid in vulnerability detection prior to system 
deployment, product teams can dedicate more 
attention to feature development and perfor-
mance enhancement. The proliferation of 
devices and applications being deployed 
presently not only amplifies the risks associat-
ed with networked systems but also furnishes a 
rich trove of training data for utilization in 
conjunction with artificial intelligence 
techniques [9]. The role of AI in vulnerability 
assessment assumes a multifaceted nature [10].

a) Artificial intelligence (AI) possesses the 
ability to automate and streamline the 
entire vulnerability assessment process, 
mitigating the need for manual efforts and 
empowering security teams to focus on 
tasks of greater value. Through the utiliza-
tion of machine learning algorithms, AI 
can analyze extensive datasets comprising 
system logs, network traffic, and historical 
vulnerability information. This analysis 
facilitates the identification of patterns 
and anomalies that may signify potential 
vulnerabilities. Furthermore, AI can 
continuously learn and adapt to emerging 
threats and attack techniques, thereby 
bolstering the overall resilience of the 
vulnerability assessment process.

b) AI serves as a catalyst for more advanced 
and sophisticated vulnerability detection 
and analysis. Leveraging deep learning 
techniques, such as Convolution Neural 

Networks (CNNs), Recurrent Neural 
Networks (RNNs), and Generative Adver-
sarial Networks (GANs), AI models can 
extract insightful information from 
complex datasets, including unstructured 
sources like security reports, blogs, and 
research papers. This capability empowers 
organizations to identify previously 
unknown vulnerabilities and effectively 
detect emerging threats.

c) AI-based vulnerability assessment signifi-
cantly contributes to incident response by 
expediting the identification of vulnerabil-
ities with greater accuracy. Consequently, 
security teams can allocate resources and 
prioritize tasks accordingly. By reducing 
the time between vulnerability detection 
and remediation, organizations can 
substantially diminish their exposure to 
potential attacks and minimize the impact 
of security incidents.

Below is a diagram illustrating the vulnerabili-
ty management life cycle, outlining the 
optimal steps to assess vulnerabilities within a 
system:

1. Identify and Uncover Neglected Devices 
and Assets: Thoroughly examine the 
network to identify any devices or assets 
that may have been overlooked or forgot-
ten.

2. Prioritize and Sequence Assets: Evaluate 
the importance and value that each asset 
contributes to the company, and prioritize 
them accordingly.

3. Comprehensive Scanning: Even after 

powered by AI algorithms monitor network 
traffic, detecting trends and abnormalities that 
may signify a security breach. Additionally, 
AI-driven cyber threat hunting helps uncover 
and track advanced persistent threats (APTs) 
lurking within networks. Predictive analytics 
further empowers organizations to proactively 
identify and address potential threats before 
they materialize, bolstering proactive defense 
strategies [10].

2.1.2. Vulnerability Management
AI is instrumental in effective vulnerability 
management, offering robust solutions for 
vulnerability scanning and prioritization. 
AI-enabled tools assist businesses in identify-
ing and prioritizing issues that require remedi-
ation. Vulnerability management encompasses 
automating tasks such as penetration testing, 
security policy enforcement, and patch admin-
istration. Through AI, penetration testing can 
be automated, simulating attempts to exploit 
vulnerabilities and assessing the efficacy of 
existing security measures [10].

2.1.3. Compliance and Governance
AI finds valuable applications in ensuring 
compliance and governance within organiza-
tions. It aids in risk detection, monitoring 
adherence to regulations and policies, and 
enforcing compliance. For instance, AI 
automates compliance reporting and monitor-
ing, ensuring companies adhere to regulations 
like HIPAA and GDPR. By analyzing exten-
sive data sets, AI can assess risks, identify 
potential threats and weaknesses, and provide 
recommendations for suitable mitigation 
strategies. Furthermore, AI can automatically 

detect and prevent policy violations, ensuring 
policy compliance across the organization 
[11].

2.2.    Identifying Vulnerabilities
There are a lot of ways that we can use in order 
to automate the process of identifying the 
vulnerabilities. Some of these ways are listed 
and explained below:

2.2.1. Automated Code Analysis
Utilizing AI algorithms, software code can 
undergo comprehensive analysis to unveil 
potential vulnerabilities. This approach facili-
tates the early identification of vulnerabilities. 
Static analysis techniques examine code 
without executing it, seeking out known code 
patterns, unsafe practices, or insecure coding 
methodologies that may give rise to vulnerabil-
ities. Dynamic analysis techniques, on the 
other hand, involve executing the code in 
controlled environments, closely monitoring 
its behavior, and uncovering any security 
weaknesses. It's worth noting that dynamic 
analysis, in contrast to static analysis, conducts 
its evaluation during runtime on a live system. 
This entails executing the code with specific 
test cases to fulfill defined coverage criteria, 
albeit this process tends to be time-intensive 
[12].

2.2.2. Network Traffic Analysis
AI plays a pivotal role in scrutinizing network 
traffic data to discern anomalies or patterns 
that may indicate potential vulnerabilities. By 
monitoring the flow of network traffic, AI 
algorithms can identify suspicious activities 
like port scanning, atypical packet behaviors, 

or attempted network intrusions. The surge in 
network traffic coupled with the evolution of 
artificial intelligence necessitates novel 
approaches to intrusion detection, malware 
behavior analysis, and the categorization of 
internet traffic and other security aspects. 
Machine learning (ML) exhibits impressive 
capabilities in addressing these network-relat-
ed challenges [13].

2.2.3. Vulnerability Scanning
vulnerability scanners can autonomously 
conduct comprehensive scans of systems, 
networks, or applications to unveil known 
vulnerabilities. These scanners harness AI 
techniques to compare the gathered data 
against established vulnerability databases, 
exploit frameworks, or attack signatures, 
discerning the presence of any vulnerabilities 
[14].

1.1.4. Behavior Monitoring and Anomaly 
Detection
AI algorithms possess the ability to learn and 
understand typical system or user behaviors, 
allowing them to identify deviations that could 
potentially indicate vulnerabilities. Through 
the analysis of system logs, user activities, or 
system behaviors, AI systems have the capaci-
ty to detect anomalies that may serve as red 
flags for unauthorized access attempts, 
privilege escalation, or other security breaches 
[10].

1.1.5. Natural Language Processing (NLP)
Leveraging the power of NLP techniques, 
textual sources such as security advisories, 
vulnerability reports, or user feedback can 

undergo thorough analysis. AI algorithms 
excel at extracting and scrutinizing pertinent 
information, recognizing vulnerability-specific 
keywords, and comprehending the contextual 
nuances surrounding reported vulnerabilities 
[10].

3.  Machine Learning-based 
Classification

Through the application of machine learning 
algorithms, datasets labeled with vulnerability 
information can serve as training material for 
code, network traffic, or system log classifica-
tion. These algorithms acquire the ability to 
discern whether a given instance is vulnerable 
or non-vulnerable by assimilating patterns and 
indicators extracted from historical data. This 
knowledge empowers them to effectively 
identify new instances of vulnerabilities based 
on their learned expertise [10].

4.  DEEP LEARNING

Harnessing the potential of deep learning 
techniques, including convolutional neural 
networks (CNNs) and recurrent neural 
networks (RNNs), proves valuable in scruti-
nizing intricate and unstructured data to uncov-
er vulnerabilities. For instance, CNNs excel at 
processing images depicting software interfac-
es or network diagrams, while RNNs excel at 
analyzing sequences of events or logs, 
enabling the detection of vulnerability-related 
patterns [10].

5.  DATA FUSION
 
AI systems excel at merging data from diverse 
sources, such as vulnerability databases, 
security feeds, or system logs, to construct a 
comprehensive and holistic perspective of 
potential vulnerabilities. By correlating infor-
mation gleaned from these distinct sources, AI 
algorithms bolster the accuracy and depend-
ability of vulnerability identification, enabling 
more robust cyber security measures.

6.  Intrusion Detection And 
Prevention

Intrusion detection and prevention involve the 
continuous monitoring of system logs and also 
the network traffic to identify potential securi-
ty breaches. A crucial role in this process by 
collecting and analyzing large amounts of data 
in real-time is played by automated security 
tool. These tools employ various techniques 
such as signature-based detection, anomaly 
detection, and behavior-based analysis to 
identify suspicious activities or patterns that 
may indicate unauthorized access attempts or 
other security threats. However, despite the 
automation provided by these tools, the exper-
tise and judgment of human analysts remain 
essential. Human analysts are responsible for 
reviewing the findings and analysis generated 
by the automated systems. They assess the 
severity and context of the detected threats, 
investigate any false positives or false 
negatives, and determine the appropriate 
response strategy. Human analysts bring their 
knowledge, experience, and critical thinking 
skills to interpret the data, validate the 

findings, and make informed decisions about 
how to respond effectively to the detected 
threats [15].

While automation streamlines the detection 
process and provides initial insights, human 
analysts add a layer of intelligence and contex-
tual understanding that cannot be replicated by 
machines alone. Their involvement ensures 
that the response to detected threats is tailored 
to the specific circumstances, aligns with 
organizational policies and priorities, and 
minimizes the risk of false positives or unnec-
essary disruptions to legitimate network activi-
ties. Human analysts also play a crucial role in 
adapting the intrusion detection and prevention 
systems to evolving threats by continuously 
learning from new attack techniques and 
adjusting the system configurations according-
ly [15].

In this topic, we will explore the initial three 
subtopics: Network-based Intrusion Detection 
and Prevention (NIDP), Host-based Intrusion 
Detection and Prevention (HIDP), and Intru-
sion Detection and Prevention Systems 
(IDPS).

6.1 Network-based Intrusion Detection and 
Prevention (NIDP)
Network-based Intrusion Detection and 
Prevention (NIDP) entails the surveillance of 
network traffic to identify and respond to 
potential intrusions. NIDP utilizes various 
techniques to analyze packet-level data and 
identify abnormal or malicious behavior. A 
fundamental approach in NIDP is packet 
analysis, which involves scrutinizing network 

packet headers and contents to identify 
patterns or anomalies indicating potential 
intrusions. Common techniques employed in 
packet analysis include deep packet inspection 
(DPI) and protocol analysis [16].

Anomaly detection is another crucial aspect of 
NIDP, involving the establishment of baseline 
behavior for comparison against current 
network activity to identify deviations. Statisti-
cal methods, machine learning algorithms, and 
behavioral analysis are frequently employed in 
anomaly detection to identify anomalies. By 
comparing present network traffic patterns to 
historical data or predefined thresholds, NIDP 
systems can generate alerts or implement 
preventive measures [17].

Signature-based detection is a well-established 
technique in NIDP, which entails comparing 
network traffic against a database of known 
attack signatures. If a match is found, the 
system raises an alert. Although signa-
ture-based detection efficiently identifies 
known attacks, it may struggle with detecting 
novel or previously unseen attack patterns. To 
overcome this limitation, intrusion detection 
and prevention systems often combine signa-
ture-based detection with anomaly-based 
approaches for heightened security [18].

Network traffic monitoring is an integral part 
of NIDP, encompassing the collection and 
analysis of network flow data, including 
source and destination IP addresses, ports, 
protocols, and session duration. Through 
network flow analysis, security administrators 
can identify suspicious patterns such as abnor-

mal data volumes or unusual communication 
patterns. Network flow data can also be 
utilized to visualize network activity and detect 
patterns that may not be discernible through 
other analysis techniques [19].

6.2 Host-based Intrusion Detection and 
Prevention (HIDP)
Host-based Intrusion Detection and Prevention 
(HIDP) focuses on monitoring activities and 
events on individual hosts or endpoints to 
protect against internal network-based attacks. 
HIDP techniques provide detailed visibility 
into host-level activities, playing a vital role in 
safeguarding systems. Log analysis is a key 
component of HIDP, as system logs contain 
valuable information regarding host activities, 
including login attempts, file accesses, system 
calls, and configuration changes. Analyzing 
log files enables security analysts to identify 
suspicious or unauthorized activities. Auto-
mated log analysis tools aid in detecting 
patterns or events of interest, facilitating 
efficient intrusion detection [20].

System call monitoring is another important 
HIDP technique that involves capturing and 
analyzing system calls made by programs or 
processes running on a host. By monitoring 
system calls, HIDP systems can detect 
malicious or abnormal behavior, such as unau-
thorized access attempts, privilege escalation, 
or file manipulation. Anomalies detected 
through system call monitoring can trigger 
alerts or proactive measures to mitigate poten-
tial risks. File integrity checking is a mecha-
nism employed to ensure the integrity of 
critical system files. HIDP systems often main-

tain hash or checksum values for each file and 
periodically verify their integrity by recalculat-
ing the hash and comparing it with the stored 
value. The detection of discrepancies indicates 
potential file modifications or tampering, 
which could signify a security breach [21].

Behavior-based detection techniques in HIDP 
involve the continuous monitoring and analy-
sis of process and application behavior running 
on hosts. This approach focuses on identifying 
deviations from expected behavior patterns, 
allowing for the detection of abnormal or 
potentially malicious activities. In conclusion, 
NIDP, HIDP, and IDPS form essential subtop-
ics in intrusion detection and prevention. By 
utilizing techniques such as packet analysis, 
anomaly detection, signature-based detection, 
log analysis, system call monitoring, and 
behavior-based detection, organizations can 
enhance their ability to identify and prevent 
intrusions, safeguarding their networks and 
systems from malicious activities [22].

6.3    Intrusion Detection and Prevention 
Systems (IDPS)
Intrusion Detection and Prevention Systems 
(IDPS) play a vital role in the identification 
and response to intrusions in computer 
networks and systems. These systems are 
designed to continuously monitor network 
traffic, host activities, and system logs, offer-
ing real-time capabilities for detecting and 
preventing threats. IDPS can operate in differ-
ent modes, including network-based, 
host-based, or a combination of both, to 
provide comprehensive security coverage. 
IDPS are built on a combination of technolo-

gies, methodologies, and algorithms to recog-
nize and mitigate security threats. To find 
malicious actions and potential vulnerabilities, 
they use cutting-edge detection techniques like 
signature-based detection, anomaly detection, 
and behavior-based analysis. [23].

Signature-based detection in IDPS involves 
comparing network traffic, host data, or system 
logs against known attack signatures or 
patterns. These signatures are derived from 
previously identified and documented 
malicious activities. If a match is found, the 
IDPS generates an alert, enabling security 
personnel to take appropriate actions. Signa-
ture-based detection is effective in identifying 
known attacks but may face challenges in 
detecting new or unknown attacks that lack 
pre-existing signatures. Anomaly detection is 
another essential component of IDPS. This 
technique involves establishing a baseline of 
normal behavior for the network or host and 
comparing ongoing activities against this 
baseline. Any deviation or anomaly from the 
established norm may indicate a potential 
intrusion. Anomaly detection algorithms 
utilize statistical methods, machine learning, 
and behavioral analysis to identify unusual 
patterns, network traffic spikes, or abnormal 
system behavior. By generating alerts based on 
detected anomalies, IDPS can aid in the detec-
tion of previously unseen or evolving threats. 
Behavior-based analysis is a proactive 
approach employed in IDPS to identify 
malicious activities based on the observed 
behavior of network traffic, applications, or 
system processes. By analyzing the sequence 
of actions, resource access patterns, or commu-

nication behavior, IDPS can detect deviations 
from expected behavior and raise alerts. 
Behavior-based analysis is particularly effec-
tive in detecting sophisticated attacks that may 
evade signature-based detection [24].

Apart from detection, IDPS also prioritize 
prevention and response. When a potential 
intrusion or suspicious activity is detected, 
IDPS can take various actions to prevent 
further harm or reduce the impact. These 
actions may involve blocking network traffic, 
isolating compromised hosts, resetting user 
sessions, or notifying security personnel for 
further investigation. IDPS can also integrate 
with other security systems, such as firewalls, 
to automatically enforce access control 
policies or update rule sets to enhance overall 
security.

6.4.    AI and Intrusion Detection and Preven-
tion
AI can augment the capabilities of human 
analysts and traditional security tools in sever-
al ways. Here are some examples:

6.4.1. Real-time monitoring
AI algorithms can analyze network traffic and 
system logs in real-time, allowing them to 
quickly identify and respond to potential 
threats. This is particularly useful in large or 
complex networks, where it may be difficult 
for human analysts to keep track of all the 
activity. AI can also flag potential threats that 
might otherwise go unnoticed by human 
analysts, such as low-level attacks that are 
designed to evade detection [25].

6.4.2. Anomaly detection
 AI can be trained to recognize normal patterns 
of network activity, and to flag any deviations 
from these patterns that might indicate the 
presence of a cyber threat. For example, AI can 
detect unusual login activity, identify attempts 
to exploit known vulnerabilities and alert 
security teams to potential threats that might 
otherwise go unnoticed. By detecting potential 
threats at an early stage, AI can help to 
minimize the damage caused by a cyber-attack 
[26].

6.4.3. Automated response
Automated response in cyber security refers to 
the use of AI-powered tools and algorithms to 
automatically perform certain actions in 
response to detected threats or security 
incidents. These automated actions help to 
prevent the spread of cyber-attacks and 
mitigate their impact. Let's explore an example 
to better understand how automated response 
works. Imagine a large organization with a 
sophisticated AI-powered intrusion detection 
system in place. This system continuously 
monitors the network for any suspicious activi-
ties or potential cyber threats. One day, the 
intrusion detection system identifies a series of 
network packets exhibiting patterns indicative 
of a DDoS (Distributed Denial of Service) 
attack. Upon detecting this potential threat, the 
AI-powered security tool automatically 
springs into action. It analyzes the incoming 
network traffic, identifies the malicious 
packets, and determines the best course of 
action to mitigate the attack. In this case, the AI 
system decides to block the IP addresses 
associated with the attacking packets. Using its 

automated response capabilities, the AI tool 
sends instructions to the organization's 
network infrastructure, specifically the 
firewalls or routers. These instructions result in 
the immediate blocking of the identified IP 
addresses, effectively stopping the malicious 
traffic from reaching the organization's 
network resources. Simultaneously, the AI 
system also initiates actions to isolate any 
infected systems within the organization's 
network. It identifies the compromised devic-
es, such as computers or servers that may be 
participating in the DDoS attack, and quaran-
tines them from the rest of the network. By 
isolating the infected systems, the AI tool 
prevents the attack from spreading further and 
causing additional damage to other network 
components [27].

In this scenario, the automated response 
capabilities provided by AI-powered security 
tools play a vital role in containing and mitigat-
ing the DDoS attack. By automatically block-
ing suspicious traffic and isolating infected 
systems, the AI system helps prevent the attack 
from disrupting the organization's network 
services and causing significant downtime. 
Furthermore, by automating these routine 
response tasks, the AI system reduces the 
workload on human analysts. Instead of spend-
ing time manually identifying and blocking 
malicious traffic, analysts can focus on more 
complex and strategic security tasks, such as 
investigating the root cause of the attack, 
identifying potential vulnerabilities, or 
fine-tuning the AI system's response 
algorithms.

Overall, the example highlights how automat-
ed response, facilitated by AI, can enhance an 
organization's ability to respond quickly and 
effectively to cyber threats. By leveraging AI's 
speed and precision, organizations can reduce 
response times, minimize the impact of 
attacks, and improve the efficiency of their 
security operations [28].

6.4.4. Predictive analysis
AI can also be used for predictive analysis, 
which involves using historical data to identify 
potential future threats. By analyzing patterns 
and trends in network activity over time, AI 
algorithms can identify potential vulnerabili-
ties and anticipate potential threats before they 
occur. This can help organizations to proac-
tively mitigate these threats before they can 
cause any damage.

However, it's important to remember that AI is 
not a panacea for all cyber security challenges, 
and it should be used in conjunction with other 
tools and techniques. For example, AI 
algorithms may not be able to detect advanced 
persistent threats (APTs) or zero-day vulnera-
bilities, which require human expertise and 
intuition to identify. Additionally, AI 
algorithms may be susceptible to false 
positives or false negatives, which can lead to 
unnecessary alerts or missed threats [29].

7.  Incident Response

Although they use different process methodol-
ogies, incident response and computer foren-
sics have similar goals. While both situations' 
primary goals are to investigate computer 

security incidents and contain their effects, 
incident response is more focused on bringing 
things back to normal while computer foren-
sics is more focused on producing evidence 
that can be used in court. 

An organization's response to improper or 
undesirable behavior using a computer or 
network component is known as an incident 
response. A methodical and well-planned 
approach should be employed to react rather 
than being caught off guard and launching a 
disorderly and potentially disastrous response. 
As a result, events are typically handled by a 
team known as the Computer Security Incident 
Response Team, or CSIRT, which is made up 
of individuals who possess the various certifi-
cations required for the response procedure 
[30].

7.1. Real time analysis of security events
The gathering, storing, and analyzing of all 
data relating to the incident that has occurred 
or is still occurring is one of the key activities 
in dealing with cyber security incidents [31].

Detecting security threats in real time is the 
responsibility of the security operations centre 
(SOC), a centralised organisation. It is an 
essential part of a CSIRT (Corporate Security 
Incident Response Team). A key piece of 
technology used in SOCs, SIEM systems 
collect security events from various sources 
within enterprise networks, normalise the 
events to a standard format, store the 
normalised events for forensic analysis, and 
correlate the events to detect malicious activi-
ties in real time. The authors of this essay 

emphasise the critical role SIEM systems play 
for SOCs, address current operational barriers 
to properly employing SIEM systems, and 
identify upcoming technical problems that 
SIEM systems will need to overcome to 
remain relevant [32].

7.2.    Automated Incident Triage
Recent years have seen a dramatic rise in the 
number of computer security incidents across 
all industries. Even small businesses suffer 
significant financial and reputational losses as 
a result of these accidents. Naturally, there has 
been a rise in demand for incident management 
relating to computers. Today, incident handling 
is still a challenging job that is primarily 
carried out by human expert teams. It is 
exceedingly expensive to retain such a team on 
call around-the-clock, especially in large 
organizations with extensive networks. Conse-
quently, it is highly desirable to have automat-
ed incident handling. It was extremely difficult 
to automate this process due to its complexity 
and reliance on humans [33]. 

Data triage is used by Security Operation 
Centers to separate the real "signals" from a lot 
of noisy alerts and "connect the dots" to answer 
some higher-level questions about the activi-
ties of the attack. This work intends to natural-
ly produce information emergency robots 
straightforwardly from network safety investi-
gators' activity follows. Data triage automatons 
that are currently in use, such as SIEMs and 
Security Information and Event Management 
systems (SIEMs), require expert analysts to 
dedicate time and effort to the creation of event 
correlation rules [34].

7.3.    Role of AI in Incident Response 
Artificial intelligence (AI) has a significant 
role to play in incident response, particularly in 
the early detection and rapid response to 
security incidents. AI-powered systems can 
monitor and analyze vast amounts of data and 
quickly identify anomalous behaviors or 
patterns that may indicate a potential security 
breach.

Here are some ways in which AI can help with 
incident response:

7.3.1. Early detection 
Early detection is a crucial aspect of cyber 
security as it allows organizations to identify 
potential threats and take proactive measures 
to mitigate them. Artificial Intelligence 
(AI)-powered systems play a significant role in 
enhancing early detection capabilities by 
monitoring network traffic, endpoints, and 
critical infrastructure for any signs of unusual 
activity or behavior. AI-powered systems 
leverage advanced algorithms and machine 
learning techniques to analyze vast amounts of 
data in real-time. By establishing a baseline of 
normal network behavior, these systems can 
identify anomalies that may indicate the 
presence of a threat. These anomalies could be 
deviations from typical patterns, such as unex-
pected network traffic spikes, unauthorized 
access attempts, or unusual data transfers. One 
of the significant advantages of AI-powered 
systems is their ability to detect threats that 
may go unnoticed by human analysts. While 
human analysts play a critical role in cyberse-
curity, they are limited by their capacity to 
process large volumes of data and to recognize 

subtle patterns or anomalies. AI systems, on 
the other hand, can analyze massive amounts 
of data quickly and efficiently, allowing them 
to identify potential threats in near real-time. 
To achieve early detection, AI systems employ 
various techniques. One common approach is 
anomaly detection, where AI algorithms learn 
from historical data to establish normal 
patterns of network behavior. They then 
continuously monitor incoming data and 
compare it to the established baseline. Any 
deviation from the norm triggers an alert, 
indicating a potential security threat. Another 
technique used by AI-powered systems is 
behavioral analysis. These systems monitor 
and analyze the behavior of endpoints, such as 
individual devices or users, to identify any 
abnormal activities. By learning from histori-
cal data and establishing typical user behav-
iors, AI algorithms can identify behavior that 
deviates from the norm, which may suggest 
malicious intent or compromised endpoints 
[35].

7.3.2. Rapid response
AI systems play a crucial role in alerting 
security teams to potential security incidents, 
enabling them to respond promptly and 
mitigate the impact of the incident. Through 
continuous monitoring and analysis of network 
traffic, endpoints, and critical infrastructure, 
AI-powered systems can quickly identify 
anomalies and suspicious activities that may 
indicate a security breach or cyber attack. 
When an AI system detects unusual activity or 
behavior, it generates an alert that is immedi-
ately relayed to the security team. These alerts 
serve as early warnings, providing crucial 

information about potential threats before they 
can cause significant harm. By leveraging 
advanced algorithms and machine learning 
techniques, AI systems can differentiate 
between normal and abnormal patterns, 
helping to identify potential security incidents 
in real-time. The quick alerting capability of AI 
systems is beneficial for several reasons. First, 
it allows security teams to respond swiftly, 
minimizing the time window for attackers to 
exploit vulnerabilities or escalate their activi-
ties. By receiving alerts in near real-time, 
security professionals can take immediate 
action to investigate and contain the incident, 
preventing further compromise of systems and 
data. Second, early detection and rapid 
response help mitigate the impact of security 
incidents. By identifying threats at an early 
stage, organizations can limit the potential 
damage caused by unauthorized access, data 
breaches, or malicious activities. Security 
teams can implement appropriate countermea-
sures, such as isolating affected systems, 
blocking malicious traffic, or initiating 
incident response protocols to contain and 
mitigate the incident swiftly [36].

7.3.3. Automated investigation
AI can help automate the process of investigat-
ing security incidents. This can help reduce the 
time and resources required to identify and 
remediate security issues.

7.3.4. Threat intelligence
AI can analyze vast amounts of threat intelli-
gence data and provide insights into emerging 
threats and vulnerabilities. This can help 
security teams stay ahead of the curve and 

proactively address potential security risks.

7.3.5. Behavioral analysis 
AI can analyze user behavior and identify 
anomalous patterns that may indicate insider 
threats or other malicious activity [37].

8. Forensics Analysis

The development of digital technology over 
the past ten years has had a significant impact 
on our day-to-day lives and business practices. 
As a result, the digital forensics field will face 
numerous challenges as this evolution contin-
ues [38]. 

The goal of forensic analysis is to uncover and 
interpret evidence that can help investigators 
understand what happened, identify potential 
suspects or perpetrators, and provide evidence 
for use in court. Forensic analysts may work 
for law enforcement agencies, government 
agencies, or private companies, and their work 
may be used in criminal investigations, civil 
lawsuits, and other legal proceedings. There-
fore, Digital forensics is a complex and evolv-
ing field. To conduct effective forensic analy-
sis in cyber security, analysts must have a deep 
understanding of computer systems, network 
protocols, and cyber threats. They must also be 
familiar with the legal and regulatory require-
ments for handling digital evidence, as well as 
the ethical considerations involved in handling 
sensitive data [39].

9. How AI Can Assist in Foren-
sics Analysis

Compared to other application domains, digital 
forensics appears to have used automation and 
AI less frequently[40]. Artificial intelligence 
(AI) has the potential to significantly aid foren-
sic analysis in a number of ways. Here are a 
few instances:

9.1. Data Analysis
AI can analyze vast amounts of data collected 
during forensic investigations, including 
network traffic logs, system logs, and other 
digital evidence. With machine learning 
algorithms, AI can identify patterns and anom-
alies in the data, which may be indicative of a 
cyber attack or other malicious activity [37].

9.2. Image and Audio Analysis
 When it comes to image analysis, AI 
algorithms can be trained to identify and 
classify objects, faces, and other visual 
elements within images. By utilizing deep 
learning models and neural networks, AI can 
accurately detect and recognize specific 
objects or individuals. This capability proves 
invaluable in forensic investigations where 
identifying suspects or potential evidence is 
crucial. AI systems can rapidly process large 
volumes of images and flag relevant informa-
tion, significantly reducing the time and effort 
required for manual examination. Further-
more, AI can assist in facial recognition, 
comparing faces captured in images or video 
footage against databases of known individu-
als. This technology can help identify persons 
of interest or locate missing individuals by 
matching faces from surveillance footage, 
social media images, or other sources. AI-pow-
ered facial recognition systems have been 

instrumental in solving numerous criminal 
cases by linking suspects to evidence or estab-
lishing the presence of certain individuals at 
crime scenes. In the context of video analysis, 
AI algorithms can analyze video content to 
extract meaningful information. This includes 
tracking the movement of objects or individu-
als, detecting specific activities or behaviors, 
and identifying important events within the 
footage. AI can also perform forensic video 
enhancement, enhancing the quality of 
low-resolution or poorly captured videos to 
improve visibility and aid in identifying key 
details. These capabilities enable investigators 
to reconstruct events, identify patterns, and 
gather evidence from video recordings more 
efficiently [41].

9.3. Predictive Analytic
Predictive analytic is a type of data analysis 
that uses machine learning algorithms to 
analyze historical data and identify patterns 
and trends that can be used to predict future 
events. In the context of cyber security, predic-
tive analytic can be used to identify potential 
security threats or vulnerabilities by analyzing 
historical data from previous incidents. Predic-
tive analytic models driven by AI can examine 
a large amount of data from a variety of sourc-
es, including system logs, network traffic logs, 
and other digital evidence. The models can 
spot trends and oddities in the data that might 
point to a security risk, such a cyberattack 
attempt or a system weakness that could be 
used by hackers. By using these predictive 
models, security teams can be alerted to poten-
tial security breaches in real-time, allowing 
them to take proactive steps to prevent or 

mitigate the damage caused by a cyber attack. 
For example, if a predictive model identifies a 
potential threat in real-time, security teams can 
investigate the issue and take steps to prevent 
the attack before it causes any damage. The use 
of predictive analytics in cyber security can 
help organizations to stay ahead of potential 
security threats and to anticipate new attack 
methods, allowing them to implement proac-
tive security measures to prevent cyber attacks. 
Additionally, predictive analytic can be used to 
identify vulnerabilities in systems and applica-
tions, enabling organizations to take corrective 
action to secure their infrastructure and reduce 
the risk of a successful attack [42].

9.4. Natural Language Processing (NLP)
AI-powered NLP algorithms can analyze text 
data, such as emails, chat logs, and social 
media posts, to identify keywords or phrases 
that may be related to an incident. This can 
help investigators identify potential suspects or 
gain insights into the motives behind an attack 
[43].

9.5. Malware Analysis
 AI can help in analyzing malware by detecting 
and classifying malicious code. It can also 
identify patterns in the behavior of malware to 
help investigators identify its origin and the 
extent of the damage caused. The makers of the 
Magnet Axiom forensic examination tool, 
Magnet Forensics, included machine learning 
in their Magnet [44].

10.  Identifying The Source And 
Cause Of A Security Incident
Forensic analysis plays a critical role in deter-

mining the origin and cause of a security 
incident. It involves a systematic examination 
of digital evidence to understand what 
happened, how it occurred, who was responsi-
ble, and the extent of the damage [45]. Below 
are steps involved in conducting forensic 
analysis to identify the source and cause of a 
security incident:

1. Secure the Affected System: The initial 
step is to isolate and secure the affected 
system to prevent further harm or data 
loss. This may entail disconnecting the 
system from the network or taking it 
offline.

2. Document the Incident: Promptly docu-
ment the incident by taking comprehen-
sive notes, photographs, or videos of the 
affected system. Capture relevant infor-
mation like error messages, timestamps, 
or any unusual behavior observed.

3. Preserve Evidence: To maintain the integ-
rity of the evidence, create a forensic copy 
of the affected system's storage media. 
This involves making a bit-by-bit replica 
of the entire storage device or disk 
partition. The copy will be used for analy-
sis while leaving the original evidence 
untouched.

4. Conduct Initial Analysis: Analyze system 
logs, network traffic logs, firewall logs, 
intrusion detection system (IDS) logs, and 
other relevant data sources to gather initial 
information about the incident. Look for 
signs of unauthorized access, unusual 
activities, or anomalies.

5. Recover Deleted or Hidden Data: 

Employ forensic tools and techniques to 
recover deleted or concealed data that may 
provide valuable insights into the incident. 
This may involve examining temporary 
files, registry entries, or system artifacts 
that can shed light on the source and 
cause.

6. Perform Malware Analysis: If malware is 
suspected, conduct a detailed analysis of 
suspicious files or software. Use special-
ized tools to analyze the malware's behav-
ior, identify its characteristics, and deter-
mine its origin.

7. Network Traffic Analysis: Scrutinize 
network traffic logs, packet captures, or 
firewall logs to identify any suspicious or 
unauthorized network activity. Look for 
indicators of unauthorized access, data 
exfiltration, or communication with 
known malicious entities.

8. Timeline Reconstruction: Create a 
timeline of events based on the gathered 
evidence. This timeline should outline the 
sequence of actions leading up to and 
following the incident. It can help identify 
the initial compromise and the attacker's 
activities throughout the attack.

9. User and System Analysis: Analyze user 
accounts, system configurations, and 
access controls to identify potential 
vulnerabilities or weaknesses that may 
have been exploited during the incident. 
Look for signs of unauthorized access or 
privilege escalation.

10. Collaboration and Expert Consultation: 
In complex cases, collaborate with other 

experts such as network administrators, 
incident response teams, or law enforce-
ment agencies. Their expertise and 
resources can assist in the investigation 
and analysis process.

11. Report Findings: Prepare a detailed 
report summarizing the forensic analysis 
findings. Include a description of the 
incident, the methods used for analysis, 
the identified source and cause of the 
incident, and recommendations for 
preventing future incidents.

It's important to note that forensic analysis is a 
specialized field, and it is advisable to involve 
experienced professionals or a dedicated 
incident response team to ensure a comprehen-
sive and accurate investigation.

12.  Data Carving

Data carving is a fundamental technique 
employed in the field of digital forensics to 
retrieve fragmented or deleted files from 
storage media. It involves the identification 
and reconstruction of files based on their 
distinct signatures or patterns, circumventing 
the structure of the file system. Data carving 
proves particularly valuable when convention-
al file recovery methods are ineffective or 
when dealing with intentionally erased or 
damaged files [46].

The process of data carving entails scouring 
the raw binary data of a storage device in 
search of specific file headers, footers, or other 
data patterns. These patterns serve as indica-
tors suggesting the presence of a particular file 

type, such as documents, images, videos, or 
archives. By recognizing these signatures, data 
carving tools can extract and reconstruct files 
from the scattered or unallocated space on the 
storage medium [47].

Data carving algorithms typically function by 
scrutinizing the binary data and identifying 
distinct patterns or structures that signify the 
beginning and end of a file. Once a potential 
file is detected, the carving tool proceeds to 
extract the file by copying the corresponding 
data blocks into a separate file, ultimately 
generating a reconstructed version of the 
original file. One of the primary challenges 
encountered in data carving involves handling 
fragmented files. Due to factors like partial 
overwriting or deletion, files on a storage 
device are often stored in non-contiguous 
clusters or sectors. Data carving algorithms 
must possess the ability to identify and assem-
ble these dispersed fragments in order to 
accurately reconstruct the complete file [48].
Another obstacle involves the potential occur-
rence of false positives or false negatives 
during the data carving process. False positives 
arise when the carving tool incorrectly identi-
fies non-file data as a file, which can lead to the 
recovery of irrelevant or corrupted data. 
Conversely, false negatives occur when a 
carving tool fails to identify and recover a valid 
file.To enhance the accuracy and efficiency of 
data carving, a range of techniques and heuris-
tics have been developed. These include 
advanced signature matching algorithms, file 
format-specific carving, entropy analysis, and 
error correction mechanisms [49].
Data carving plays a critical role in digital 

forensics, enabling investigators to retrieve 
valuable evidence from storage media, even in 
cases where the file system has been compro-
mised or intentionally tampered with. It is an 
indispensable tool in investigations related to 
cyber crime, data breaches, intellectual proper-
ty theft, and other digital offenses [50].

12.   CONCLUSION
The role of artificial intelligence (AI) in cyber 
security and incident response is constantly 
evolving and holds great potential for future 
developments. Looking ahead, the future of 
cyber security will likely be shaped by emerg-
ing technologies such as quantum computing, 
5G networks, and the increasing integration of 
AI and automation. These advancements bring 
new opportunities but also introduce novel 
security risks and challenges that will require 
proactive measures and innovative solutions.
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and the work by Park et al. (2018), which used 

a convolutional neural network to detect phish-
ing emails based on textual and visual features 
[7].

Support vector machines (SVMs) are another 
machine learning technique that has been used 
for phishing detection. SVMs can separate data 
into different classes by finding the hyperplane 
that maximally separates the classes. Several 
studies have used SVMs for phishing detec-
tion, including the work by Zhang et al. (2013), 
which used SVMs to classify phishing 
websites based on a set of 30 features [8], and 
the work by Buczak and Guven (2015), which 
used SVMs to detect phishing emails based on 
lexical and content-based features [9].

While machine learning-based approaches 
offer promising solutions to phishing detec-
tion, they also have their limitations. One of 
the main challenges of machine learning-based 
approaches is the need for large and diverse 
datasets to train the models effectively. Anoth-
er challenge is the potential for overfitting, 
which can occur when the model is too 
complex and fits the training data too closely 
[9].

2.2. Comparative Analysis
Our proposed approach for detecting phishing 
websites using decision trees [2] was 
compared with existing phishing detection 
techniques in the literature. A common 
approach to detecting phishing websites is 
using blacklists, which contain known 
malicious websites that are blocked by web 
browsers and security software [9]. However, 
this approach is limited by the fact that it can 
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2.3.2. Feature Selection and Engineering:
In the feature selection and engineering stage, 
relevant features are selected from the dataset 
to improve the accuracy of the decision tree 
classifier. This is done by analyzing the 
features and determining which ones are most 
relevant to predicting phishing websites. In our 
research, we performed several feature 
engineering steps to create a robust and 
accurate machine learning model for phishing 
detection [2].

Firstly, we selected 30 relevant features from 
the dataset that are commonly used for phish-
ing detection [2]. Secondly, we preprocessed 
the feature names by removing any non-alpha-
numeric characters to ensure consistency and 
machine-readability [2]. Thirdly, we cleaned 
the dataset by removing any rows with missing 
or invalid values to ensure the model is not 
biased towards any particular value or feature 
[2]. Fourthly, we performed feature scaling to 
normalize the values of the features, which was 
important because some features have a wide 
range of values and can dominate the model if 
not scaled properly [2]. Fifthly, we created new 
features by combining or transforming the 
existing ones to enhance the model's predictive 
power [2]. Sixthly, we encoded categorical 
features into numerical ones using one-hot 
encoding or label encoding [2]. Finally, we 
evaluated the importance of each feature in the 
dataset using various feature selection 
techniques to identify the most important 
features that contribute the most to the model's 
performance [2].

These feature engineering steps were critical in 

creating a robust and accurate model for phish-
ing detection [2].

2.3.3. Model Selection and Evaluation
In the model selection and evaluation stage, a 
decision tree classifier is chosen as the model 
because it is simple, interpretable, and has 
been shown to perform well on similar 
datasets. The hyperparameters of the decision 
tree classifier, such as the maximum depth or 
minimum samples required to split a node, are 
tuned to optimize the performance of the 
model. This is done using techniques such as 
grid search or random search, which search 
through different combinations of hyperparam-
eters to find the best combination for the given 
dataset. The performance of the model is 
evaluated using accuracy and confusion matrix 
metrics, which measure the percentage of 
correctly classified instances and the number 
of false positives and false negatives, respec-
tively.

3.  Results And Analysis

3.1. Performance and Analysis
The decision tree classifier achieved an accura-
cy of 0.9597, indicating that it correctly classi-
fied 95.97% of the websites in the dataset. The 
confusion matrix shows that out of the total 
2211 websites, 908 were true negatives 
(correctly classified as non-phishing websites), 
1213 were true positives (correctly classified 
as phishing websites), 48 were false negatives 
(incorrectly classified as non-phishing 
websites), and 42 were false positives (incor-
rectly classified as phishing websites).

4.  Results 

The decision tree model achieved an accuracy 
of 95.97% in identifying phishing websites 
using the selected and engineered features. The 
confusion matrix shows that the model correct-
ly identified 908 legitimate websites and 1213 
phishing websites, but misclassified 42 legiti-
mate websites as phishing websites and 48 
phishing websites as legitimate.

4.1. Contributions and Limitations
The study contributes to the field of online 
security by proposing a decision tree-based 
approach to identify phishing websites using 
website features. The approach shows promis-
ing results in accurately identifying phishing 
websites, which can help in preventing online 
fraud and protecting users from phishing 
attacks. However, the limitations of the study 
include the use of a single dataset and the 
reliance on website features for identification, 
which may not be effective in identifying 
sophisticated phishing attacks.

4.2. Implications and Applications
The proposed approach has potential implica-
tions and applications in the context of online 
security. This approach can be used by organi-
zations and individuals to identify phishing 
websites and prevent online fraud. The 
approach can also be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection.

5.  Conclusion

Future research can focus on enhancing the 

Fig 2. Confusion matrix

3.2. EXPERIMENT AND OBSERVA-
TIONS
The experimentation process involved select-
ing and engineering relevant features, training 
and tuning a decision tree classifier, and evalu-
ating its performance using accuracy and 
confusion matrix metrics. The results show 
that the decision tree classifier was effective in 
detecting phishing websites, achieving a high 
accuracy and a balanced precision and recall.
Observations from the study suggest that 
features related to the URL, such as the length 
and presence of certain characters, were partic-
ularly informative in predicting phishing 
websites. Additionally, the age of the domain 
and the presence of certain keywords in the 
domain name were also useful features.
Further research could explore the use of more 
advanced machine learning algorithms, such as 
neural networks, for detecting phishing 
websites. Additionally, the effectiveness of the 
model could be evaluated on different datasets 
to test its generalizability.

only detect known phishing websites and is 
unable to detect new or unknown phishing 
websites.

Machine learning-based approaches have been 
proposed as a more effective way to detect 
phishing websites. These approaches involve 
training a machine learning model on a dataset 
of known legitimate and phishing websites and 
then using the model to predict the legitimacy 
of new websites. Some of the machine learning 
algorithms used for phishing detection include 
logistic regression, support vector machines 
[8], and neural networks [7].

Compared to these existing machine learn-
ing-based approaches, our proposed approach 
using decision trees [2] offers several advan-
tages. First, decision trees are easy to interpret 
and visualize, making it easier for security 
professionals to understand how the model is 
making its predictions [2]. Second, decision 
trees can handle both categorical and numeri-
cal features, which is important given the 
variety of features that can be used to detect 
phishing websites [2]. Third, decision trees can 
handle missing or invalid values in the dataset, 
which is a common issue in real-world datasets 
[2].

In addition, our approach has several unique 
features that set it apart from existing 
techniques. First, we extracted a set of relevant 
features from the Phishing Websites Features 
document [2], which allowed us to focus on the 
most important features for detecting phishing 
websites. Second, we preprocessed the feature 
names to remove any non-alphanumeric 

characters, which simplified the data cleaning 
process. Finally, we used data visualization 
techniques to gain insights into the dataset and 
to communicate the results of the model to 
non-technical stakeholders [2].

Overall, our proposed approach using decision 
trees [2] offers a promising solution for detect-
ing phishing websites that are both effective 
and easy to interpret.

2.3. METHODOLOGY

2.3.1. Data Collection and Preprocessing
In the data collection and preprocessing stage, 
the dataset is obtained from the UCI Machine 
Learning Repository, which is a reliable source 
of machine learning datasets. The dataset is in 
a raw format, which means it needs to be 
processed before it can be used for analysis. 
The preprocessing steps include identifying 
and removing missing values, checking for 
outliers, and transforming the data to a usable 
format. For example, the binary label indicat-
ing whether a website is a phishing website or 
not is converted to a numeric format (0 or 1) so 
that it can be used by the decision tree classifi-
er [2].

Fig 1. Count of legitimate and phishing 
website

1.    Introduction

1.1. Background and Motivation
Phishing attacks are a serious threat to online 
security, with the potential to cause significant 
financial and personal harm to users. Phishing 
attacks involve the use of deceptive emails or 
websites that are supposed to trick victims into 

divulging sensitive information such as 
passwords, credit card numbers, or sensitive 
personal details. These attacks are becoming 
increasingly complex and difficult to detect, 
making it crucial to develop effective 
techniques for identifying and preventing them 
[1].

1.2. Problem Statement
The problem addressed in this study is the 
detection of phishing websites using machine 
learning algorithms. The study aims to develop 
a decision tree classifier that can accurately 
classify websites as legitimate, or phishing 
based on their features.

1.3. Aims
The study aims to answer the following 
research questions:

1.3.1. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.2. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.3. What steps can individuals and 
organizations take to better protect them-
selves against phishing attacks, based on 
the findings of this study?

1.4. Contribution and Scope
The contribution of this study is the develop-
ment of a machine learning approach to detect-
ing phishing websites, which can be used to 
improve online security. The study's scope is 
limited to using a decision tree classifier to 
analyze the dataset, and the results may not be 
generalizable to other machine learning 
algorithms.

2.  Related Work

2.1. Literature Review

Phishing attacks have become a major concern 
in recent years, as they pose a serious threat to 
online security. Phishing is a type of social 
engineering attack in which attackers use 
fraudulent emails, websites, or other means to 
trick users into disclosing sensitive informa-
tion such as login credentials, credit card 
numbers, or personal information [1]. Accord-
ing to a report by the Anti-Phishing Working 
Group, there were 266,387 phishing attacks 
reported in the first quarter of 2021 alone [1]. 
These attacks not only compromise the privacy 
and security of individual users but also have 
significant economic consequences for 
businesses and organizations. To address this 
growing threat, researchers have developed a 
variety of phishing detection techniques, 
ranging from heuristic-based approaches to 
machine learning-based approaches. Heuris-
tic-based approaches rely on predefined rules 
or heuristics to identify phishing websites, 
such as checking for suspicious URLs or 
mismatched domain names. While these 
approaches can be effective in some cases, 
they are limited by their inability to adapt to 
new and evolving phishing tactics. Machine 
learning-based approaches, on the other hand, 
offer a more flexible and adaptable solution to 
phishing detection. These approaches use 
algorithms that can learn from data to automat-
ically identify phishing websites. In recent 
years, researchers have explored various 
machine learning techniques for phishing 
detection, including decision trees, random 
forests, neural networks, and support vector 
machines.

Decision trees are a popular machine learning 

prioritization, leave no stone unturned. 
Conduct a meticulous scan of every 
component within the system.

4. Effective Reporting: Establish a stream-
lined reporting mechanism to promptly 
communicate any ambiguities or concerns 
to higher-level staff.

5. Vulnerability Assessment and Ticket 
Assignment: Assess the vulnerabilities 
discovered and assign tickets based on the 
level of risk acceptance and urgency.

6. Solution Verification and Remediation: 
Verify the effectiveness of applied 
solutions and ensure they successfully 
mitigate the identified vulnerabilities.

7. Continuous Improvement: Embrace an 
iterative approach by repeating the 
improvement cycle to enhance the assess-
ment process continually.

   

2.1    How  AI  can  be  used  for  Vulnerability
Security vulnerabilities encompass various 
flaws and weaknesses found within informa-

tion technology and its associated products, 
spanning across different levels and compo-
nents of an information system. These 
deficiencies directly impact the smooth opera-
tion of the entire information system. When 
maliciously exploited, they can gravely 
compromise the integrity, confidentiality, and 
availability of the system. Consequently, the 
study of security vulnerabilities stands as a 
fundamental aspect within the realm of infor-
mation security research [11]. In light of the 
escalating complexity of cyber threats, 
traditional security techniques are no longer 
sufficient to safeguard against these 
ever-evolving risks. Consequently, businesses 
are turning to artificial intelligence (AI) to 
bolster their cybersecurity strategies. AI offers 
enhanced capabilities for detecting and 
responding to threats, bolstering vulnerability 
management, and improving compliance and 
governance practices. By leveraging AI 
technologies such as machine learning, natural 
language processing, behavioral analytics, and 
deep learning, organizations can fortify their 
cyber defenses and shield themselves against a 
wide array of cyber threats, including malware, 
phishing attacks, and insider threats. AI has 
numerous applications in the cyber security 
industry, including [10].

2.1.1. Threat Detection and Response
AI plays a pivotal role in cyber security by 
enabling efficient threat detection and 
response. By leveraging machine learning 
techniques and natural language processing, 
organizations can analyze vast amounts of data 
to identify patterns and anomalies indicative of 
cyber threats. Intrusion detection systems 



proposed approach by incorporating additional 
features and using more advanced machine 
learning techniques. Additionally, the 
proposed approach can be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection. 
Further research can also explore the use of 
ensemble methods and deep learning 
techniques for identifying phishing attacks.
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1.  Introduction

 Cyber security is the safety of 
records/statistics, property, services, and 
systems of cost to reduce the possibility of 
loss, damage/corruption, compromise, or 

misuse to a stage commensurate with the cost 
assigned. As time-sharing structures emerged 
within the mid to past-due 1960s and more 
than one job and users have been capable of 
running on equal time, controlling the get 
admission to the facts in the system became a 
primary point of the subject. One answer that 

turned into used become to manner categorized 
statistics one degree at a time and "sanitize" the 
device after the jobs from one stage have been 
run and earlier than the jobs for the subsequent 
stage were run. This approach to pc protection 
became referred to as durations processing 
because the jobs for every level had been all 
run over their particular length of the day. This 
becomes an inefficient manner to use the 
device, and an effort changed into made to 
locate greater green software solutions to the 
multilevel security problem. Another approach 
is including extra functions or mechanisms in a 
laptop gadget another manner of enhancing 
laptop security. The mechanisms offered in this 
phase are grouped into authentication mecha-
nisms, get admission to control and inference 
manipulation. The other approach to improv-
ing the safety of a system is to difficulty the 
system to rigorous warranty strategies on the 
way to increase one's self-belief that the 
system will perform as preferred. Among those 
strategies are penetration analysis, formal 
specification and verification, and covert 
channel evaluation. None of these techniques 
assure a stable system. The best boom is one's 
self-belief inside the protection of the gadget 
[1].

During the Initial Response, the gathering of 
data regarding the incident that began inside 
the previous section maintains. The goal is to 
accumulate enough data to allow the formula 
of an adequate response method in the next 
step. Typically, the data this is amassed in this 
step includes interviews of any individuals 
concerned in reporting the suspected incident, 
and available network surveillance logs or IDS 

reviews, which can suggest that an incident 
took place. The aim of the formulation of the 
response strategy is "thinking about the totality 
of the occasions" that surround the incident. 
These occasions include the criticality of the 
affected systems or statistics, what sort of 
attacker is suspected, and what the overall 
harm would possibly amount to. A business 
enterprise's response posture, which defines its 
coverage concerning the response to pc protec-
tion incidents, might also have a big effect on 
the choice of a reaction method. During the 
research of the incident, exceptional varieties 
of proof relevant to the incident, e.g. Host- or 
network-based proof, are accumulated with the 
purpose to reconstruct the occasions that 
comprise the computer protection incident. 
This reconstruction ought to provide reasons 
for what came about, when, how, or why it 
occurred, and who is accountable. To gain this, 
an investigation is usually divided into two 
steps: Data Collection and Data Analysis. The 
cause of the Resolution section is to take the 
right measures to contain an incident, remedy 
the underlying troubles that brought on the 
incident, and take care that a similar incident 
will now not occur once more. All the import-
ant steps completed must be taken and their 
progress supervised to verify that they may be 
powerful. Adjustments to the affected systems 
must be best completed after amassing viable 
evidence, otherwise, that evidence is probably 
lost. After the resolution of the incident is 
entire, it may be necessary to update protection 
rules or the IR techniques, if the reaction to the 
incident uncovered a weak spot in contempo-
rary exercise [2].

Artificial intelligence in cyber security is 
beneficial as it improves how safety profes-
sionals examine, look at, and understand 
cybercrime. It complements the cyber protec-
tion technology that businesses use to fight 
cybercriminals and assist keep groups and 
customers secure. On the opposite hand, artifi-
cial intelligence can be very aid extensive. It 
may not be sensible in all applications. More 
importantly, it can also serve as a new weapon 
inside the arsenal of cybercriminals who use 
the generation to hone and enhance their cyber 
attacks. Synthetic intelligence in cyber security 
is beneficial as it improves how safety profes-
sionals examine, look at, and understand 
cybercrime. It complements the cyber protec-
tion technology that businesses use to fight 
cybercriminals and assist keep groups and 
customers secure. On the opposite hand, artifi-
cial intelligence can be very aid extensive. It 
may not be sensible in all applications. More 
importantly, it can also serve as a new weapon 
inside the arsenal of cybercriminals who use 
the generation to hone and enhance their cyber 
attacks. Artificial intelligence is a developing 
area of interest and investment in the cyber 
protection community. Let's hash it out. How 
artificial intelligence cyber security features 
improve digital safety ideally, if you're like 
many modern-day corporations, you have 
more than one tier of protection in location — 
perimeter, community, endpoint, software, and 
statistics security measures. For example, you 
could have hardware or software firewalls and 
network security answers that track and deter-
mine which network connections are allowed 
and block others. If hackers make it past these 
defenses, then they'll be up against your antivi-

rus and antimalware solutions. Then possibly 
they'll face your intrusion detection/intrusion 
prevention answers (IDS/IPS), and many 
others [3].

Not a lot of scarce literary resources describing 
attempts to apply Artificial Intelligence strate-
gies in Incident Handling, however, based on 
our enjoyment of the introduction of Artificial 
Intelligence strategies in Tactical, and particu-
larly, Operational Cyber Intelligence, we've 
got come to the conclusion that gift the primary 
characteristic of Artificial Intelligence in 
Incident Handling can be fixing a category 
challenge, i.e. The unambiguous reference of 
the modern-day incident to one of the elements 
of the Classification Scheme, where for every 
element applicable techniques and workflows 
have been developed [4].

For the long term, the IR technique has been 
driven and completed with the aid of people. 
Automation in the execution of cyber attacks 
has significantly expanded the tempo with 
which assaults are now carried out, making it 
difficult for human analysts to follow. Alert 
fatigue is a commonplace problem among 
safety teams that are overwhelmed with the aid 
quantity and pace of in recent times automated 
cyber assaults. AI rises as a method to address 
this problem, being already gifted within the 
discipline of cyber security, both in literature 
and security products. AI is also used as an 
offensive device for carrying out cyber 
assaults, leading to the necessity of leveraging 
AI for protection as a way of tackling the speed 
and volume of such assaults. It is equally 
important, even though, to not forget the AI it 

as a goal for the cyber attack. For the long 
term, the IR technique has been driven and 
completed with the aid of people. Automation 
in the execution of cyber attacks has signifi-
cantly expanded the tempo with which assaults 
are now carried out, making it difficult for 
human analysts to follow. Alert fatigue is a 
commonplace problem among safety teams 
that are overwhelmed with the aid quantity and 
pace of in recent times automated cyber 
assaults. AI rises as a method to address this 
problem, being already gifted within the 
discipline of cyber security, both in literature 
and security products. AI is also used as an 
offensive device for carrying out cyber 
assaults, leading to the necessity of leveraging 
AI for protection as a way of tackling the speed 
and volume of such assaults. It is equally 
important, even though, to not forget the AI as 
a goal for cyber attack [5].

2.  Vulnerability Assessment

In the contemporary interconnected and 
digitized world, the cybersecurity landscape 
has grown increasingly intricate and sophisti-
cated. Organizations now confront a myriad of 
perils posed by cyber criminals who exploit 
vulnerabilities in their systems and networks, 
aiming to illicitly access sensitive information, 
disrupt operations, or inflict financial losses. 
To confront and mitigate these risks, organiza-
tions employ a range of security measures, 
among which vulnerability assessment emerg-
es as a pivotal component of their comprehen-
sive cybersecurity and incident response strate-
gies. Undoubtedly, vulnerability assessment 
assumes paramount importance within the 

realm of cybersecurity administration. It 
entails the meticulous identification of vulner-
abilities present in software and systems, 
constituting a proactive process of scanning 
and scrutinizing potential targets and emerging 
threats with the aim of averting malicious 
attacks [6]. The domain of Vulnerability 
Assessment has reached a considerable level of 
maturity; however, keeping up with the wide 
range of computing and digital devices requir-
ing scrutiny poses a significant challenge [7]. 
This practice revolves around a methodical 
approach to pinpointing and assessing vulnera-
bilities existing within an organization's IT 
infrastructure, applications, and systems. It 
encompasses proactive scanning, testing, and 
analysis of potential weaknesses that may be 
exploited by malicious individuals. Conven-
tional approaches to vulnerability assessment 
have predominantly relied on manual 
techniques and static rule-based systems, 
which frequently struggle to match the pace of 
the evolving threat landscape and the relentless 
growth in both the volume and intricacy of 
vulnerabilities [8]. The advent of artificial 
intelligence (AI) has brought about a transfor-
mative shift in the realm of cybersecurity, 
encompassing vital aspects such as vulnerabili-
ty assessment and incident response. AI 
introduces fresh capabilities and efficiencies 
that hold the potential to greatly enhance the 
effectiveness and efficiency of these pivotal 
security processes. Through harnessing 
machine learning algorithms, natural language 
processing (NLP), and deep learning method-
ologies, AI-powered vulnerability assessment 
empowers organizations to identify, analyze, 
and address vulnerabilities in a more proactive, 

precise, and timely manner. As highlighted by 
Cybersecurity Ventures, a staggering 111 
billion lines of new software code are generat-
ed worldwide on an annual basis (Ventures, 
2017). By employing automated mechanisms 
to aid in vulnerability detection prior to system 
deployment, product teams can dedicate more 
attention to feature development and perfor-
mance enhancement. The proliferation of 
devices and applications being deployed 
presently not only amplifies the risks associat-
ed with networked systems but also furnishes a 
rich trove of training data for utilization in 
conjunction with artificial intelligence 
techniques [9]. The role of AI in vulnerability 
assessment assumes a multifaceted nature [10].

a) Artificial intelligence (AI) possesses the 
ability to automate and streamline the 
entire vulnerability assessment process, 
mitigating the need for manual efforts and 
empowering security teams to focus on 
tasks of greater value. Through the utiliza-
tion of machine learning algorithms, AI 
can analyze extensive datasets comprising 
system logs, network traffic, and historical 
vulnerability information. This analysis 
facilitates the identification of patterns 
and anomalies that may signify potential 
vulnerabilities. Furthermore, AI can 
continuously learn and adapt to emerging 
threats and attack techniques, thereby 
bolstering the overall resilience of the 
vulnerability assessment process.

b) AI serves as a catalyst for more advanced 
and sophisticated vulnerability detection 
and analysis. Leveraging deep learning 
techniques, such as Convolution Neural 

Networks (CNNs), Recurrent Neural 
Networks (RNNs), and Generative Adver-
sarial Networks (GANs), AI models can 
extract insightful information from 
complex datasets, including unstructured 
sources like security reports, blogs, and 
research papers. This capability empowers 
organizations to identify previously 
unknown vulnerabilities and effectively 
detect emerging threats.

c) AI-based vulnerability assessment signifi-
cantly contributes to incident response by 
expediting the identification of vulnerabil-
ities with greater accuracy. Consequently, 
security teams can allocate resources and 
prioritize tasks accordingly. By reducing 
the time between vulnerability detection 
and remediation, organizations can 
substantially diminish their exposure to 
potential attacks and minimize the impact 
of security incidents.

Below is a diagram illustrating the vulnerabili-
ty management life cycle, outlining the 
optimal steps to assess vulnerabilities within a 
system:

1. Identify and Uncover Neglected Devices 
and Assets: Thoroughly examine the 
network to identify any devices or assets 
that may have been overlooked or forgot-
ten.

2. Prioritize and Sequence Assets: Evaluate 
the importance and value that each asset 
contributes to the company, and prioritize 
them accordingly.

3. Comprehensive Scanning: Even after 

powered by AI algorithms monitor network 
traffic, detecting trends and abnormalities that 
may signify a security breach. Additionally, 
AI-driven cyber threat hunting helps uncover 
and track advanced persistent threats (APTs) 
lurking within networks. Predictive analytics 
further empowers organizations to proactively 
identify and address potential threats before 
they materialize, bolstering proactive defense 
strategies [10].

2.1.2. Vulnerability Management
AI is instrumental in effective vulnerability 
management, offering robust solutions for 
vulnerability scanning and prioritization. 
AI-enabled tools assist businesses in identify-
ing and prioritizing issues that require remedi-
ation. Vulnerability management encompasses 
automating tasks such as penetration testing, 
security policy enforcement, and patch admin-
istration. Through AI, penetration testing can 
be automated, simulating attempts to exploit 
vulnerabilities and assessing the efficacy of 
existing security measures [10].

2.1.3. Compliance and Governance
AI finds valuable applications in ensuring 
compliance and governance within organiza-
tions. It aids in risk detection, monitoring 
adherence to regulations and policies, and 
enforcing compliance. For instance, AI 
automates compliance reporting and monitor-
ing, ensuring companies adhere to regulations 
like HIPAA and GDPR. By analyzing exten-
sive data sets, AI can assess risks, identify 
potential threats and weaknesses, and provide 
recommendations for suitable mitigation 
strategies. Furthermore, AI can automatically 

detect and prevent policy violations, ensuring 
policy compliance across the organization 
[11].

2.2.    Identifying Vulnerabilities
There are a lot of ways that we can use in order 
to automate the process of identifying the 
vulnerabilities. Some of these ways are listed 
and explained below:

2.2.1. Automated Code Analysis
Utilizing AI algorithms, software code can 
undergo comprehensive analysis to unveil 
potential vulnerabilities. This approach facili-
tates the early identification of vulnerabilities. 
Static analysis techniques examine code 
without executing it, seeking out known code 
patterns, unsafe practices, or insecure coding 
methodologies that may give rise to vulnerabil-
ities. Dynamic analysis techniques, on the 
other hand, involve executing the code in 
controlled environments, closely monitoring 
its behavior, and uncovering any security 
weaknesses. It's worth noting that dynamic 
analysis, in contrast to static analysis, conducts 
its evaluation during runtime on a live system. 
This entails executing the code with specific 
test cases to fulfill defined coverage criteria, 
albeit this process tends to be time-intensive 
[12].

2.2.2. Network Traffic Analysis
AI plays a pivotal role in scrutinizing network 
traffic data to discern anomalies or patterns 
that may indicate potential vulnerabilities. By 
monitoring the flow of network traffic, AI 
algorithms can identify suspicious activities 
like port scanning, atypical packet behaviors, 

or attempted network intrusions. The surge in 
network traffic coupled with the evolution of 
artificial intelligence necessitates novel 
approaches to intrusion detection, malware 
behavior analysis, and the categorization of 
internet traffic and other security aspects. 
Machine learning (ML) exhibits impressive 
capabilities in addressing these network-relat-
ed challenges [13].

2.2.3. Vulnerability Scanning
vulnerability scanners can autonomously 
conduct comprehensive scans of systems, 
networks, or applications to unveil known 
vulnerabilities. These scanners harness AI 
techniques to compare the gathered data 
against established vulnerability databases, 
exploit frameworks, or attack signatures, 
discerning the presence of any vulnerabilities 
[14].

1.1.4. Behavior Monitoring and Anomaly 
Detection
AI algorithms possess the ability to learn and 
understand typical system or user behaviors, 
allowing them to identify deviations that could 
potentially indicate vulnerabilities. Through 
the analysis of system logs, user activities, or 
system behaviors, AI systems have the capaci-
ty to detect anomalies that may serve as red 
flags for unauthorized access attempts, 
privilege escalation, or other security breaches 
[10].

1.1.5. Natural Language Processing (NLP)
Leveraging the power of NLP techniques, 
textual sources such as security advisories, 
vulnerability reports, or user feedback can 

undergo thorough analysis. AI algorithms 
excel at extracting and scrutinizing pertinent 
information, recognizing vulnerability-specific 
keywords, and comprehending the contextual 
nuances surrounding reported vulnerabilities 
[10].

3.  Machine Learning-based 
Classification

Through the application of machine learning 
algorithms, datasets labeled with vulnerability 
information can serve as training material for 
code, network traffic, or system log classifica-
tion. These algorithms acquire the ability to 
discern whether a given instance is vulnerable 
or non-vulnerable by assimilating patterns and 
indicators extracted from historical data. This 
knowledge empowers them to effectively 
identify new instances of vulnerabilities based 
on their learned expertise [10].

4.  DEEP LEARNING

Harnessing the potential of deep learning 
techniques, including convolutional neural 
networks (CNNs) and recurrent neural 
networks (RNNs), proves valuable in scruti-
nizing intricate and unstructured data to uncov-
er vulnerabilities. For instance, CNNs excel at 
processing images depicting software interfac-
es or network diagrams, while RNNs excel at 
analyzing sequences of events or logs, 
enabling the detection of vulnerability-related 
patterns [10].

5.  DATA FUSION
 
AI systems excel at merging data from diverse 
sources, such as vulnerability databases, 
security feeds, or system logs, to construct a 
comprehensive and holistic perspective of 
potential vulnerabilities. By correlating infor-
mation gleaned from these distinct sources, AI 
algorithms bolster the accuracy and depend-
ability of vulnerability identification, enabling 
more robust cyber security measures.

6.  Intrusion Detection And 
Prevention

Intrusion detection and prevention involve the 
continuous monitoring of system logs and also 
the network traffic to identify potential securi-
ty breaches. A crucial role in this process by 
collecting and analyzing large amounts of data 
in real-time is played by automated security 
tool. These tools employ various techniques 
such as signature-based detection, anomaly 
detection, and behavior-based analysis to 
identify suspicious activities or patterns that 
may indicate unauthorized access attempts or 
other security threats. However, despite the 
automation provided by these tools, the exper-
tise and judgment of human analysts remain 
essential. Human analysts are responsible for 
reviewing the findings and analysis generated 
by the automated systems. They assess the 
severity and context of the detected threats, 
investigate any false positives or false 
negatives, and determine the appropriate 
response strategy. Human analysts bring their 
knowledge, experience, and critical thinking 
skills to interpret the data, validate the 

findings, and make informed decisions about 
how to respond effectively to the detected 
threats [15].

While automation streamlines the detection 
process and provides initial insights, human 
analysts add a layer of intelligence and contex-
tual understanding that cannot be replicated by 
machines alone. Their involvement ensures 
that the response to detected threats is tailored 
to the specific circumstances, aligns with 
organizational policies and priorities, and 
minimizes the risk of false positives or unnec-
essary disruptions to legitimate network activi-
ties. Human analysts also play a crucial role in 
adapting the intrusion detection and prevention 
systems to evolving threats by continuously 
learning from new attack techniques and 
adjusting the system configurations according-
ly [15].

In this topic, we will explore the initial three 
subtopics: Network-based Intrusion Detection 
and Prevention (NIDP), Host-based Intrusion 
Detection and Prevention (HIDP), and Intru-
sion Detection and Prevention Systems 
(IDPS).

6.1 Network-based Intrusion Detection and 
Prevention (NIDP)
Network-based Intrusion Detection and 
Prevention (NIDP) entails the surveillance of 
network traffic to identify and respond to 
potential intrusions. NIDP utilizes various 
techniques to analyze packet-level data and 
identify abnormal or malicious behavior. A 
fundamental approach in NIDP is packet 
analysis, which involves scrutinizing network 

packet headers and contents to identify 
patterns or anomalies indicating potential 
intrusions. Common techniques employed in 
packet analysis include deep packet inspection 
(DPI) and protocol analysis [16].

Anomaly detection is another crucial aspect of 
NIDP, involving the establishment of baseline 
behavior for comparison against current 
network activity to identify deviations. Statisti-
cal methods, machine learning algorithms, and 
behavioral analysis are frequently employed in 
anomaly detection to identify anomalies. By 
comparing present network traffic patterns to 
historical data or predefined thresholds, NIDP 
systems can generate alerts or implement 
preventive measures [17].

Signature-based detection is a well-established 
technique in NIDP, which entails comparing 
network traffic against a database of known 
attack signatures. If a match is found, the 
system raises an alert. Although signa-
ture-based detection efficiently identifies 
known attacks, it may struggle with detecting 
novel or previously unseen attack patterns. To 
overcome this limitation, intrusion detection 
and prevention systems often combine signa-
ture-based detection with anomaly-based 
approaches for heightened security [18].

Network traffic monitoring is an integral part 
of NIDP, encompassing the collection and 
analysis of network flow data, including 
source and destination IP addresses, ports, 
protocols, and session duration. Through 
network flow analysis, security administrators 
can identify suspicious patterns such as abnor-

mal data volumes or unusual communication 
patterns. Network flow data can also be 
utilized to visualize network activity and detect 
patterns that may not be discernible through 
other analysis techniques [19].

6.2 Host-based Intrusion Detection and 
Prevention (HIDP)
Host-based Intrusion Detection and Prevention 
(HIDP) focuses on monitoring activities and 
events on individual hosts or endpoints to 
protect against internal network-based attacks. 
HIDP techniques provide detailed visibility 
into host-level activities, playing a vital role in 
safeguarding systems. Log analysis is a key 
component of HIDP, as system logs contain 
valuable information regarding host activities, 
including login attempts, file accesses, system 
calls, and configuration changes. Analyzing 
log files enables security analysts to identify 
suspicious or unauthorized activities. Auto-
mated log analysis tools aid in detecting 
patterns or events of interest, facilitating 
efficient intrusion detection [20].

System call monitoring is another important 
HIDP technique that involves capturing and 
analyzing system calls made by programs or 
processes running on a host. By monitoring 
system calls, HIDP systems can detect 
malicious or abnormal behavior, such as unau-
thorized access attempts, privilege escalation, 
or file manipulation. Anomalies detected 
through system call monitoring can trigger 
alerts or proactive measures to mitigate poten-
tial risks. File integrity checking is a mecha-
nism employed to ensure the integrity of 
critical system files. HIDP systems often main-

tain hash or checksum values for each file and 
periodically verify their integrity by recalculat-
ing the hash and comparing it with the stored 
value. The detection of discrepancies indicates 
potential file modifications or tampering, 
which could signify a security breach [21].

Behavior-based detection techniques in HIDP 
involve the continuous monitoring and analy-
sis of process and application behavior running 
on hosts. This approach focuses on identifying 
deviations from expected behavior patterns, 
allowing for the detection of abnormal or 
potentially malicious activities. In conclusion, 
NIDP, HIDP, and IDPS form essential subtop-
ics in intrusion detection and prevention. By 
utilizing techniques such as packet analysis, 
anomaly detection, signature-based detection, 
log analysis, system call monitoring, and 
behavior-based detection, organizations can 
enhance their ability to identify and prevent 
intrusions, safeguarding their networks and 
systems from malicious activities [22].

6.3    Intrusion Detection and Prevention 
Systems (IDPS)
Intrusion Detection and Prevention Systems 
(IDPS) play a vital role in the identification 
and response to intrusions in computer 
networks and systems. These systems are 
designed to continuously monitor network 
traffic, host activities, and system logs, offer-
ing real-time capabilities for detecting and 
preventing threats. IDPS can operate in differ-
ent modes, including network-based, 
host-based, or a combination of both, to 
provide comprehensive security coverage. 
IDPS are built on a combination of technolo-

gies, methodologies, and algorithms to recog-
nize and mitigate security threats. To find 
malicious actions and potential vulnerabilities, 
they use cutting-edge detection techniques like 
signature-based detection, anomaly detection, 
and behavior-based analysis. [23].

Signature-based detection in IDPS involves 
comparing network traffic, host data, or system 
logs against known attack signatures or 
patterns. These signatures are derived from 
previously identified and documented 
malicious activities. If a match is found, the 
IDPS generates an alert, enabling security 
personnel to take appropriate actions. Signa-
ture-based detection is effective in identifying 
known attacks but may face challenges in 
detecting new or unknown attacks that lack 
pre-existing signatures. Anomaly detection is 
another essential component of IDPS. This 
technique involves establishing a baseline of 
normal behavior for the network or host and 
comparing ongoing activities against this 
baseline. Any deviation or anomaly from the 
established norm may indicate a potential 
intrusion. Anomaly detection algorithms 
utilize statistical methods, machine learning, 
and behavioral analysis to identify unusual 
patterns, network traffic spikes, or abnormal 
system behavior. By generating alerts based on 
detected anomalies, IDPS can aid in the detec-
tion of previously unseen or evolving threats. 
Behavior-based analysis is a proactive 
approach employed in IDPS to identify 
malicious activities based on the observed 
behavior of network traffic, applications, or 
system processes. By analyzing the sequence 
of actions, resource access patterns, or commu-

nication behavior, IDPS can detect deviations 
from expected behavior and raise alerts. 
Behavior-based analysis is particularly effec-
tive in detecting sophisticated attacks that may 
evade signature-based detection [24].

Apart from detection, IDPS also prioritize 
prevention and response. When a potential 
intrusion or suspicious activity is detected, 
IDPS can take various actions to prevent 
further harm or reduce the impact. These 
actions may involve blocking network traffic, 
isolating compromised hosts, resetting user 
sessions, or notifying security personnel for 
further investigation. IDPS can also integrate 
with other security systems, such as firewalls, 
to automatically enforce access control 
policies or update rule sets to enhance overall 
security.

6.4.    AI and Intrusion Detection and Preven-
tion
AI can augment the capabilities of human 
analysts and traditional security tools in sever-
al ways. Here are some examples:

6.4.1. Real-time monitoring
AI algorithms can analyze network traffic and 
system logs in real-time, allowing them to 
quickly identify and respond to potential 
threats. This is particularly useful in large or 
complex networks, where it may be difficult 
for human analysts to keep track of all the 
activity. AI can also flag potential threats that 
might otherwise go unnoticed by human 
analysts, such as low-level attacks that are 
designed to evade detection [25].

6.4.2. Anomaly detection
 AI can be trained to recognize normal patterns 
of network activity, and to flag any deviations 
from these patterns that might indicate the 
presence of a cyber threat. For example, AI can 
detect unusual login activity, identify attempts 
to exploit known vulnerabilities and alert 
security teams to potential threats that might 
otherwise go unnoticed. By detecting potential 
threats at an early stage, AI can help to 
minimize the damage caused by a cyber-attack 
[26].

6.4.3. Automated response
Automated response in cyber security refers to 
the use of AI-powered tools and algorithms to 
automatically perform certain actions in 
response to detected threats or security 
incidents. These automated actions help to 
prevent the spread of cyber-attacks and 
mitigate their impact. Let's explore an example 
to better understand how automated response 
works. Imagine a large organization with a 
sophisticated AI-powered intrusion detection 
system in place. This system continuously 
monitors the network for any suspicious activi-
ties or potential cyber threats. One day, the 
intrusion detection system identifies a series of 
network packets exhibiting patterns indicative 
of a DDoS (Distributed Denial of Service) 
attack. Upon detecting this potential threat, the 
AI-powered security tool automatically 
springs into action. It analyzes the incoming 
network traffic, identifies the malicious 
packets, and determines the best course of 
action to mitigate the attack. In this case, the AI 
system decides to block the IP addresses 
associated with the attacking packets. Using its 

automated response capabilities, the AI tool 
sends instructions to the organization's 
network infrastructure, specifically the 
firewalls or routers. These instructions result in 
the immediate blocking of the identified IP 
addresses, effectively stopping the malicious 
traffic from reaching the organization's 
network resources. Simultaneously, the AI 
system also initiates actions to isolate any 
infected systems within the organization's 
network. It identifies the compromised devic-
es, such as computers or servers that may be 
participating in the DDoS attack, and quaran-
tines them from the rest of the network. By 
isolating the infected systems, the AI tool 
prevents the attack from spreading further and 
causing additional damage to other network 
components [27].

In this scenario, the automated response 
capabilities provided by AI-powered security 
tools play a vital role in containing and mitigat-
ing the DDoS attack. By automatically block-
ing suspicious traffic and isolating infected 
systems, the AI system helps prevent the attack 
from disrupting the organization's network 
services and causing significant downtime. 
Furthermore, by automating these routine 
response tasks, the AI system reduces the 
workload on human analysts. Instead of spend-
ing time manually identifying and blocking 
malicious traffic, analysts can focus on more 
complex and strategic security tasks, such as 
investigating the root cause of the attack, 
identifying potential vulnerabilities, or 
fine-tuning the AI system's response 
algorithms.

Overall, the example highlights how automat-
ed response, facilitated by AI, can enhance an 
organization's ability to respond quickly and 
effectively to cyber threats. By leveraging AI's 
speed and precision, organizations can reduce 
response times, minimize the impact of 
attacks, and improve the efficiency of their 
security operations [28].

6.4.4. Predictive analysis
AI can also be used for predictive analysis, 
which involves using historical data to identify 
potential future threats. By analyzing patterns 
and trends in network activity over time, AI 
algorithms can identify potential vulnerabili-
ties and anticipate potential threats before they 
occur. This can help organizations to proac-
tively mitigate these threats before they can 
cause any damage.

However, it's important to remember that AI is 
not a panacea for all cyber security challenges, 
and it should be used in conjunction with other 
tools and techniques. For example, AI 
algorithms may not be able to detect advanced 
persistent threats (APTs) or zero-day vulnera-
bilities, which require human expertise and 
intuition to identify. Additionally, AI 
algorithms may be susceptible to false 
positives or false negatives, which can lead to 
unnecessary alerts or missed threats [29].

7.  Incident Response

Although they use different process methodol-
ogies, incident response and computer foren-
sics have similar goals. While both situations' 
primary goals are to investigate computer 

security incidents and contain their effects, 
incident response is more focused on bringing 
things back to normal while computer foren-
sics is more focused on producing evidence 
that can be used in court. 

An organization's response to improper or 
undesirable behavior using a computer or 
network component is known as an incident 
response. A methodical and well-planned 
approach should be employed to react rather 
than being caught off guard and launching a 
disorderly and potentially disastrous response. 
As a result, events are typically handled by a 
team known as the Computer Security Incident 
Response Team, or CSIRT, which is made up 
of individuals who possess the various certifi-
cations required for the response procedure 
[30].

7.1. Real time analysis of security events
The gathering, storing, and analyzing of all 
data relating to the incident that has occurred 
or is still occurring is one of the key activities 
in dealing with cyber security incidents [31].

Detecting security threats in real time is the 
responsibility of the security operations centre 
(SOC), a centralised organisation. It is an 
essential part of a CSIRT (Corporate Security 
Incident Response Team). A key piece of 
technology used in SOCs, SIEM systems 
collect security events from various sources 
within enterprise networks, normalise the 
events to a standard format, store the 
normalised events for forensic analysis, and 
correlate the events to detect malicious activi-
ties in real time. The authors of this essay 

emphasise the critical role SIEM systems play 
for SOCs, address current operational barriers 
to properly employing SIEM systems, and 
identify upcoming technical problems that 
SIEM systems will need to overcome to 
remain relevant [32].

7.2.    Automated Incident Triage
Recent years have seen a dramatic rise in the 
number of computer security incidents across 
all industries. Even small businesses suffer 
significant financial and reputational losses as 
a result of these accidents. Naturally, there has 
been a rise in demand for incident management 
relating to computers. Today, incident handling 
is still a challenging job that is primarily 
carried out by human expert teams. It is 
exceedingly expensive to retain such a team on 
call around-the-clock, especially in large 
organizations with extensive networks. Conse-
quently, it is highly desirable to have automat-
ed incident handling. It was extremely difficult 
to automate this process due to its complexity 
and reliance on humans [33]. 

Data triage is used by Security Operation 
Centers to separate the real "signals" from a lot 
of noisy alerts and "connect the dots" to answer 
some higher-level questions about the activi-
ties of the attack. This work intends to natural-
ly produce information emergency robots 
straightforwardly from network safety investi-
gators' activity follows. Data triage automatons 
that are currently in use, such as SIEMs and 
Security Information and Event Management 
systems (SIEMs), require expert analysts to 
dedicate time and effort to the creation of event 
correlation rules [34].

7.3.    Role of AI in Incident Response 
Artificial intelligence (AI) has a significant 
role to play in incident response, particularly in 
the early detection and rapid response to 
security incidents. AI-powered systems can 
monitor and analyze vast amounts of data and 
quickly identify anomalous behaviors or 
patterns that may indicate a potential security 
breach.

Here are some ways in which AI can help with 
incident response:

7.3.1. Early detection 
Early detection is a crucial aspect of cyber 
security as it allows organizations to identify 
potential threats and take proactive measures 
to mitigate them. Artificial Intelligence 
(AI)-powered systems play a significant role in 
enhancing early detection capabilities by 
monitoring network traffic, endpoints, and 
critical infrastructure for any signs of unusual 
activity or behavior. AI-powered systems 
leverage advanced algorithms and machine 
learning techniques to analyze vast amounts of 
data in real-time. By establishing a baseline of 
normal network behavior, these systems can 
identify anomalies that may indicate the 
presence of a threat. These anomalies could be 
deviations from typical patterns, such as unex-
pected network traffic spikes, unauthorized 
access attempts, or unusual data transfers. One 
of the significant advantages of AI-powered 
systems is their ability to detect threats that 
may go unnoticed by human analysts. While 
human analysts play a critical role in cyberse-
curity, they are limited by their capacity to 
process large volumes of data and to recognize 

subtle patterns or anomalies. AI systems, on 
the other hand, can analyze massive amounts 
of data quickly and efficiently, allowing them 
to identify potential threats in near real-time. 
To achieve early detection, AI systems employ 
various techniques. One common approach is 
anomaly detection, where AI algorithms learn 
from historical data to establish normal 
patterns of network behavior. They then 
continuously monitor incoming data and 
compare it to the established baseline. Any 
deviation from the norm triggers an alert, 
indicating a potential security threat. Another 
technique used by AI-powered systems is 
behavioral analysis. These systems monitor 
and analyze the behavior of endpoints, such as 
individual devices or users, to identify any 
abnormal activities. By learning from histori-
cal data and establishing typical user behav-
iors, AI algorithms can identify behavior that 
deviates from the norm, which may suggest 
malicious intent or compromised endpoints 
[35].

7.3.2. Rapid response
AI systems play a crucial role in alerting 
security teams to potential security incidents, 
enabling them to respond promptly and 
mitigate the impact of the incident. Through 
continuous monitoring and analysis of network 
traffic, endpoints, and critical infrastructure, 
AI-powered systems can quickly identify 
anomalies and suspicious activities that may 
indicate a security breach or cyber attack. 
When an AI system detects unusual activity or 
behavior, it generates an alert that is immedi-
ately relayed to the security team. These alerts 
serve as early warnings, providing crucial 

information about potential threats before they 
can cause significant harm. By leveraging 
advanced algorithms and machine learning 
techniques, AI systems can differentiate 
between normal and abnormal patterns, 
helping to identify potential security incidents 
in real-time. The quick alerting capability of AI 
systems is beneficial for several reasons. First, 
it allows security teams to respond swiftly, 
minimizing the time window for attackers to 
exploit vulnerabilities or escalate their activi-
ties. By receiving alerts in near real-time, 
security professionals can take immediate 
action to investigate and contain the incident, 
preventing further compromise of systems and 
data. Second, early detection and rapid 
response help mitigate the impact of security 
incidents. By identifying threats at an early 
stage, organizations can limit the potential 
damage caused by unauthorized access, data 
breaches, or malicious activities. Security 
teams can implement appropriate countermea-
sures, such as isolating affected systems, 
blocking malicious traffic, or initiating 
incident response protocols to contain and 
mitigate the incident swiftly [36].

7.3.3. Automated investigation
AI can help automate the process of investigat-
ing security incidents. This can help reduce the 
time and resources required to identify and 
remediate security issues.

7.3.4. Threat intelligence
AI can analyze vast amounts of threat intelli-
gence data and provide insights into emerging 
threats and vulnerabilities. This can help 
security teams stay ahead of the curve and 

proactively address potential security risks.

7.3.5. Behavioral analysis 
AI can analyze user behavior and identify 
anomalous patterns that may indicate insider 
threats or other malicious activity [37].

8. Forensics Analysis

The development of digital technology over 
the past ten years has had a significant impact 
on our day-to-day lives and business practices. 
As a result, the digital forensics field will face 
numerous challenges as this evolution contin-
ues [38]. 

The goal of forensic analysis is to uncover and 
interpret evidence that can help investigators 
understand what happened, identify potential 
suspects or perpetrators, and provide evidence 
for use in court. Forensic analysts may work 
for law enforcement agencies, government 
agencies, or private companies, and their work 
may be used in criminal investigations, civil 
lawsuits, and other legal proceedings. There-
fore, Digital forensics is a complex and evolv-
ing field. To conduct effective forensic analy-
sis in cyber security, analysts must have a deep 
understanding of computer systems, network 
protocols, and cyber threats. They must also be 
familiar with the legal and regulatory require-
ments for handling digital evidence, as well as 
the ethical considerations involved in handling 
sensitive data [39].

9. How AI Can Assist in Foren-
sics Analysis

Compared to other application domains, digital 
forensics appears to have used automation and 
AI less frequently[40]. Artificial intelligence 
(AI) has the potential to significantly aid foren-
sic analysis in a number of ways. Here are a 
few instances:

9.1. Data Analysis
AI can analyze vast amounts of data collected 
during forensic investigations, including 
network traffic logs, system logs, and other 
digital evidence. With machine learning 
algorithms, AI can identify patterns and anom-
alies in the data, which may be indicative of a 
cyber attack or other malicious activity [37].

9.2. Image and Audio Analysis
 When it comes to image analysis, AI 
algorithms can be trained to identify and 
classify objects, faces, and other visual 
elements within images. By utilizing deep 
learning models and neural networks, AI can 
accurately detect and recognize specific 
objects or individuals. This capability proves 
invaluable in forensic investigations where 
identifying suspects or potential evidence is 
crucial. AI systems can rapidly process large 
volumes of images and flag relevant informa-
tion, significantly reducing the time and effort 
required for manual examination. Further-
more, AI can assist in facial recognition, 
comparing faces captured in images or video 
footage against databases of known individu-
als. This technology can help identify persons 
of interest or locate missing individuals by 
matching faces from surveillance footage, 
social media images, or other sources. AI-pow-
ered facial recognition systems have been 

instrumental in solving numerous criminal 
cases by linking suspects to evidence or estab-
lishing the presence of certain individuals at 
crime scenes. In the context of video analysis, 
AI algorithms can analyze video content to 
extract meaningful information. This includes 
tracking the movement of objects or individu-
als, detecting specific activities or behaviors, 
and identifying important events within the 
footage. AI can also perform forensic video 
enhancement, enhancing the quality of 
low-resolution or poorly captured videos to 
improve visibility and aid in identifying key 
details. These capabilities enable investigators 
to reconstruct events, identify patterns, and 
gather evidence from video recordings more 
efficiently [41].

9.3. Predictive Analytic
Predictive analytic is a type of data analysis 
that uses machine learning algorithms to 
analyze historical data and identify patterns 
and trends that can be used to predict future 
events. In the context of cyber security, predic-
tive analytic can be used to identify potential 
security threats or vulnerabilities by analyzing 
historical data from previous incidents. Predic-
tive analytic models driven by AI can examine 
a large amount of data from a variety of sourc-
es, including system logs, network traffic logs, 
and other digital evidence. The models can 
spot trends and oddities in the data that might 
point to a security risk, such a cyberattack 
attempt or a system weakness that could be 
used by hackers. By using these predictive 
models, security teams can be alerted to poten-
tial security breaches in real-time, allowing 
them to take proactive steps to prevent or 

mitigate the damage caused by a cyber attack. 
For example, if a predictive model identifies a 
potential threat in real-time, security teams can 
investigate the issue and take steps to prevent 
the attack before it causes any damage. The use 
of predictive analytics in cyber security can 
help organizations to stay ahead of potential 
security threats and to anticipate new attack 
methods, allowing them to implement proac-
tive security measures to prevent cyber attacks. 
Additionally, predictive analytic can be used to 
identify vulnerabilities in systems and applica-
tions, enabling organizations to take corrective 
action to secure their infrastructure and reduce 
the risk of a successful attack [42].

9.4. Natural Language Processing (NLP)
AI-powered NLP algorithms can analyze text 
data, such as emails, chat logs, and social 
media posts, to identify keywords or phrases 
that may be related to an incident. This can 
help investigators identify potential suspects or 
gain insights into the motives behind an attack 
[43].

9.5. Malware Analysis
 AI can help in analyzing malware by detecting 
and classifying malicious code. It can also 
identify patterns in the behavior of malware to 
help investigators identify its origin and the 
extent of the damage caused. The makers of the 
Magnet Axiom forensic examination tool, 
Magnet Forensics, included machine learning 
in their Magnet [44].

10.  Identifying The Source And 
Cause Of A Security Incident
Forensic analysis plays a critical role in deter-

mining the origin and cause of a security 
incident. It involves a systematic examination 
of digital evidence to understand what 
happened, how it occurred, who was responsi-
ble, and the extent of the damage [45]. Below 
are steps involved in conducting forensic 
analysis to identify the source and cause of a 
security incident:

1. Secure the Affected System: The initial 
step is to isolate and secure the affected 
system to prevent further harm or data 
loss. This may entail disconnecting the 
system from the network or taking it 
offline.

2. Document the Incident: Promptly docu-
ment the incident by taking comprehen-
sive notes, photographs, or videos of the 
affected system. Capture relevant infor-
mation like error messages, timestamps, 
or any unusual behavior observed.

3. Preserve Evidence: To maintain the integ-
rity of the evidence, create a forensic copy 
of the affected system's storage media. 
This involves making a bit-by-bit replica 
of the entire storage device or disk 
partition. The copy will be used for analy-
sis while leaving the original evidence 
untouched.

4. Conduct Initial Analysis: Analyze system 
logs, network traffic logs, firewall logs, 
intrusion detection system (IDS) logs, and 
other relevant data sources to gather initial 
information about the incident. Look for 
signs of unauthorized access, unusual 
activities, or anomalies.

5. Recover Deleted or Hidden Data: 

Employ forensic tools and techniques to 
recover deleted or concealed data that may 
provide valuable insights into the incident. 
This may involve examining temporary 
files, registry entries, or system artifacts 
that can shed light on the source and 
cause.

6. Perform Malware Analysis: If malware is 
suspected, conduct a detailed analysis of 
suspicious files or software. Use special-
ized tools to analyze the malware's behav-
ior, identify its characteristics, and deter-
mine its origin.

7. Network Traffic Analysis: Scrutinize 
network traffic logs, packet captures, or 
firewall logs to identify any suspicious or 
unauthorized network activity. Look for 
indicators of unauthorized access, data 
exfiltration, or communication with 
known malicious entities.

8. Timeline Reconstruction: Create a 
timeline of events based on the gathered 
evidence. This timeline should outline the 
sequence of actions leading up to and 
following the incident. It can help identify 
the initial compromise and the attacker's 
activities throughout the attack.

9. User and System Analysis: Analyze user 
accounts, system configurations, and 
access controls to identify potential 
vulnerabilities or weaknesses that may 
have been exploited during the incident. 
Look for signs of unauthorized access or 
privilege escalation.

10. Collaboration and Expert Consultation: 
In complex cases, collaborate with other 

experts such as network administrators, 
incident response teams, or law enforce-
ment agencies. Their expertise and 
resources can assist in the investigation 
and analysis process.

11. Report Findings: Prepare a detailed 
report summarizing the forensic analysis 
findings. Include a description of the 
incident, the methods used for analysis, 
the identified source and cause of the 
incident, and recommendations for 
preventing future incidents.

It's important to note that forensic analysis is a 
specialized field, and it is advisable to involve 
experienced professionals or a dedicated 
incident response team to ensure a comprehen-
sive and accurate investigation.

12.  Data Carving

Data carving is a fundamental technique 
employed in the field of digital forensics to 
retrieve fragmented or deleted files from 
storage media. It involves the identification 
and reconstruction of files based on their 
distinct signatures or patterns, circumventing 
the structure of the file system. Data carving 
proves particularly valuable when convention-
al file recovery methods are ineffective or 
when dealing with intentionally erased or 
damaged files [46].

The process of data carving entails scouring 
the raw binary data of a storage device in 
search of specific file headers, footers, or other 
data patterns. These patterns serve as indica-
tors suggesting the presence of a particular file 

type, such as documents, images, videos, or 
archives. By recognizing these signatures, data 
carving tools can extract and reconstruct files 
from the scattered or unallocated space on the 
storage medium [47].

Data carving algorithms typically function by 
scrutinizing the binary data and identifying 
distinct patterns or structures that signify the 
beginning and end of a file. Once a potential 
file is detected, the carving tool proceeds to 
extract the file by copying the corresponding 
data blocks into a separate file, ultimately 
generating a reconstructed version of the 
original file. One of the primary challenges 
encountered in data carving involves handling 
fragmented files. Due to factors like partial 
overwriting or deletion, files on a storage 
device are often stored in non-contiguous 
clusters or sectors. Data carving algorithms 
must possess the ability to identify and assem-
ble these dispersed fragments in order to 
accurately reconstruct the complete file [48].
Another obstacle involves the potential occur-
rence of false positives or false negatives 
during the data carving process. False positives 
arise when the carving tool incorrectly identi-
fies non-file data as a file, which can lead to the 
recovery of irrelevant or corrupted data. 
Conversely, false negatives occur when a 
carving tool fails to identify and recover a valid 
file.To enhance the accuracy and efficiency of 
data carving, a range of techniques and heuris-
tics have been developed. These include 
advanced signature matching algorithms, file 
format-specific carving, entropy analysis, and 
error correction mechanisms [49].
Data carving plays a critical role in digital 

forensics, enabling investigators to retrieve 
valuable evidence from storage media, even in 
cases where the file system has been compro-
mised or intentionally tampered with. It is an 
indispensable tool in investigations related to 
cyber crime, data breaches, intellectual proper-
ty theft, and other digital offenses [50].

12.   CONCLUSION
The role of artificial intelligence (AI) in cyber 
security and incident response is constantly 
evolving and holds great potential for future 
developments. Looking ahead, the future of 
cyber security will likely be shaped by emerg-
ing technologies such as quantum computing, 
5G networks, and the increasing integration of 
AI and automation. These advancements bring 
new opportunities but also introduce novel 
security risks and challenges that will require 
proactive measures and innovative solutions.
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technique for phishing detection because they 
are easy to interpret and can handle both 
categorical and numerical data. Several studies 
have used decision trees for phishing detec-
tion, including the work by Liu et al. (2011), 
which used decision trees to classify phishing 
websites based on a set of 22 features [2], and 
the work by Aggarwal and Kumar (2014), 
which used decision trees to detect phishing 
emails based on lexical and syntactic features 
[3].

Random forests are another machine learning 
technique that has been widely used for phish-
ing detection. Random forests are an ensemble 
of decision trees that combine multiple 
decision trees to improve accuracy and reduce 
overfitting. Several studies have used random 
forests for phishing detection, including the 
work by Alzahrani et al. (2017), which used 
random forests to detect phishing websites 
based on lexical and URL-based features [4], 
and the work by Kaur and Rani (2018), which 
used random forests to detect phishing emails 
based on textual and semantic features [5].

Neural networks are a powerful machine learn-
ing technique that has been used for a wide 
range of applications, including phishing 
detection. Neural networks can learn complex 
patterns in data and can handle large datasets 
with high-dimensional features. Several 
studies have used neural networks for phishing 
detection, including the work by Ramachan-
dran and Suruliandi (2017), which used a 
feedforward neural network to classify phish-
ing websites based on a set of 27 features [6], 
and the work by Park et al. (2018), which used 

a convolutional neural network to detect phish-
ing emails based on textual and visual features 
[7].

Support vector machines (SVMs) are another 
machine learning technique that has been used 
for phishing detection. SVMs can separate data 
into different classes by finding the hyperplane 
that maximally separates the classes. Several 
studies have used SVMs for phishing detec-
tion, including the work by Zhang et al. (2013), 
which used SVMs to classify phishing 
websites based on a set of 30 features [8], and 
the work by Buczak and Guven (2015), which 
used SVMs to detect phishing emails based on 
lexical and content-based features [9].

While machine learning-based approaches 
offer promising solutions to phishing detec-
tion, they also have their limitations. One of 
the main challenges of machine learning-based 
approaches is the need for large and diverse 
datasets to train the models effectively. Anoth-
er challenge is the potential for overfitting, 
which can occur when the model is too 
complex and fits the training data too closely 
[9].

2.2. Comparative Analysis
Our proposed approach for detecting phishing 
websites using decision trees [2] was 
compared with existing phishing detection 
techniques in the literature. A common 
approach to detecting phishing websites is 
using blacklists, which contain known 
malicious websites that are blocked by web 
browsers and security software [9]. However, 
this approach is limited by the fact that it can 

2.3.2. Feature Selection and Engineering:
In the feature selection and engineering stage, 
relevant features are selected from the dataset 
to improve the accuracy of the decision tree 
classifier. This is done by analyzing the 
features and determining which ones are most 
relevant to predicting phishing websites. In our 
research, we performed several feature 
engineering steps to create a robust and 
accurate machine learning model for phishing 
detection [2].

Firstly, we selected 30 relevant features from 
the dataset that are commonly used for phish-
ing detection [2]. Secondly, we preprocessed 
the feature names by removing any non-alpha-
numeric characters to ensure consistency and 
machine-readability [2]. Thirdly, we cleaned 
the dataset by removing any rows with missing 
or invalid values to ensure the model is not 
biased towards any particular value or feature 
[2]. Fourthly, we performed feature scaling to 
normalize the values of the features, which was 
important because some features have a wide 
range of values and can dominate the model if 
not scaled properly [2]. Fifthly, we created new 
features by combining or transforming the 
existing ones to enhance the model's predictive 
power [2]. Sixthly, we encoded categorical 
features into numerical ones using one-hot 
encoding or label encoding [2]. Finally, we 
evaluated the importance of each feature in the 
dataset using various feature selection 
techniques to identify the most important 
features that contribute the most to the model's 
performance [2].

These feature engineering steps were critical in 

creating a robust and accurate model for phish-
ing detection [2].

2.3.3. Model Selection and Evaluation
In the model selection and evaluation stage, a 
decision tree classifier is chosen as the model 
because it is simple, interpretable, and has 
been shown to perform well on similar 
datasets. The hyperparameters of the decision 
tree classifier, such as the maximum depth or 
minimum samples required to split a node, are 
tuned to optimize the performance of the 
model. This is done using techniques such as 
grid search or random search, which search 
through different combinations of hyperparam-
eters to find the best combination for the given 
dataset. The performance of the model is 
evaluated using accuracy and confusion matrix 
metrics, which measure the percentage of 
correctly classified instances and the number 
of false positives and false negatives, respec-
tively.

3.  Results And Analysis

3.1. Performance and Analysis
The decision tree classifier achieved an accura-
cy of 0.9597, indicating that it correctly classi-
fied 95.97% of the websites in the dataset. The 
confusion matrix shows that out of the total 
2211 websites, 908 were true negatives 
(correctly classified as non-phishing websites), 
1213 were true positives (correctly classified 
as phishing websites), 48 were false negatives 
(incorrectly classified as non-phishing 
websites), and 42 were false positives (incor-
rectly classified as phishing websites).

4.  Results 

The decision tree model achieved an accuracy 
of 95.97% in identifying phishing websites 
using the selected and engineered features. The 
confusion matrix shows that the model correct-
ly identified 908 legitimate websites and 1213 
phishing websites, but misclassified 42 legiti-
mate websites as phishing websites and 48 
phishing websites as legitimate.

4.1. Contributions and Limitations
The study contributes to the field of online 
security by proposing a decision tree-based 
approach to identify phishing websites using 
website features. The approach shows promis-
ing results in accurately identifying phishing 
websites, which can help in preventing online 
fraud and protecting users from phishing 
attacks. However, the limitations of the study 
include the use of a single dataset and the 
reliance on website features for identification, 
which may not be effective in identifying 
sophisticated phishing attacks.

4.2. Implications and Applications
The proposed approach has potential implica-
tions and applications in the context of online 
security. This approach can be used by organi-
zations and individuals to identify phishing 
websites and prevent online fraud. The 
approach can also be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection.

5.  Conclusion

Future research can focus on enhancing the 

Fig 2. Confusion matrix

3.2. EXPERIMENT AND OBSERVA-
TIONS
The experimentation process involved select-
ing and engineering relevant features, training 
and tuning a decision tree classifier, and evalu-
ating its performance using accuracy and 
confusion matrix metrics. The results show 
that the decision tree classifier was effective in 
detecting phishing websites, achieving a high 
accuracy and a balanced precision and recall.
Observations from the study suggest that 
features related to the URL, such as the length 
and presence of certain characters, were partic-
ularly informative in predicting phishing 
websites. Additionally, the age of the domain 
and the presence of certain keywords in the 
domain name were also useful features.
Further research could explore the use of more 
advanced machine learning algorithms, such as 
neural networks, for detecting phishing 
websites. Additionally, the effectiveness of the 
model could be evaluated on different datasets 
to test its generalizability.
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only detect known phishing websites and is 
unable to detect new or unknown phishing 
websites.

Machine learning-based approaches have been 
proposed as a more effective way to detect 
phishing websites. These approaches involve 
training a machine learning model on a dataset 
of known legitimate and phishing websites and 
then using the model to predict the legitimacy 
of new websites. Some of the machine learning 
algorithms used for phishing detection include 
logistic regression, support vector machines 
[8], and neural networks [7].

Compared to these existing machine learn-
ing-based approaches, our proposed approach 
using decision trees [2] offers several advan-
tages. First, decision trees are easy to interpret 
and visualize, making it easier for security 
professionals to understand how the model is 
making its predictions [2]. Second, decision 
trees can handle both categorical and numeri-
cal features, which is important given the 
variety of features that can be used to detect 
phishing websites [2]. Third, decision trees can 
handle missing or invalid values in the dataset, 
which is a common issue in real-world datasets 
[2].

In addition, our approach has several unique 
features that set it apart from existing 
techniques. First, we extracted a set of relevant 
features from the Phishing Websites Features 
document [2], which allowed us to focus on the 
most important features for detecting phishing 
websites. Second, we preprocessed the feature 
names to remove any non-alphanumeric 

characters, which simplified the data cleaning 
process. Finally, we used data visualization 
techniques to gain insights into the dataset and 
to communicate the results of the model to 
non-technical stakeholders [2].

Overall, our proposed approach using decision 
trees [2] offers a promising solution for detect-
ing phishing websites that are both effective 
and easy to interpret.

2.3. METHODOLOGY

2.3.1. Data Collection and Preprocessing
In the data collection and preprocessing stage, 
the dataset is obtained from the UCI Machine 
Learning Repository, which is a reliable source 
of machine learning datasets. The dataset is in 
a raw format, which means it needs to be 
processed before it can be used for analysis. 
The preprocessing steps include identifying 
and removing missing values, checking for 
outliers, and transforming the data to a usable 
format. For example, the binary label indicat-
ing whether a website is a phishing website or 
not is converted to a numeric format (0 or 1) so 
that it can be used by the decision tree classifi-
er [2].

Fig 1. Count of legitimate and phishing 
website

1.    Introduction

1.1. Background and Motivation
Phishing attacks are a serious threat to online 
security, with the potential to cause significant 
financial and personal harm to users. Phishing 
attacks involve the use of deceptive emails or 
websites that are supposed to trick victims into 

divulging sensitive information such as 
passwords, credit card numbers, or sensitive 
personal details. These attacks are becoming 
increasingly complex and difficult to detect, 
making it crucial to develop effective 
techniques for identifying and preventing them 
[1].

1.2. Problem Statement
The problem addressed in this study is the 
detection of phishing websites using machine 
learning algorithms. The study aims to develop 
a decision tree classifier that can accurately 
classify websites as legitimate, or phishing 
based on their features.

1.3. Aims
The study aims to answer the following 
research questions:

1.3.1. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.2. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.3. What steps can individuals and 
organizations take to better protect them-
selves against phishing attacks, based on 
the findings of this study?

1.4. Contribution and Scope
The contribution of this study is the develop-
ment of a machine learning approach to detect-
ing phishing websites, which can be used to 
improve online security. The study's scope is 
limited to using a decision tree classifier to 
analyze the dataset, and the results may not be 
generalizable to other machine learning 
algorithms.

2.  Related Work

2.1. Literature Review

Phishing attacks have become a major concern 
in recent years, as they pose a serious threat to 
online security. Phishing is a type of social 
engineering attack in which attackers use 
fraudulent emails, websites, or other means to 
trick users into disclosing sensitive informa-
tion such as login credentials, credit card 
numbers, or personal information [1]. Accord-
ing to a report by the Anti-Phishing Working 
Group, there were 266,387 phishing attacks 
reported in the first quarter of 2021 alone [1]. 
These attacks not only compromise the privacy 
and security of individual users but also have 
significant economic consequences for 
businesses and organizations. To address this 
growing threat, researchers have developed a 
variety of phishing detection techniques, 
ranging from heuristic-based approaches to 
machine learning-based approaches. Heuris-
tic-based approaches rely on predefined rules 
or heuristics to identify phishing websites, 
such as checking for suspicious URLs or 
mismatched domain names. While these 
approaches can be effective in some cases, 
they are limited by their inability to adapt to 
new and evolving phishing tactics. Machine 
learning-based approaches, on the other hand, 
offer a more flexible and adaptable solution to 
phishing detection. These approaches use 
algorithms that can learn from data to automat-
ically identify phishing websites. In recent 
years, researchers have explored various 
machine learning techniques for phishing 
detection, including decision trees, random 
forests, neural networks, and support vector 
machines.

Decision trees are a popular machine learning 

prioritization, leave no stone unturned. 
Conduct a meticulous scan of every 
component within the system.

4. Effective Reporting: Establish a stream-
lined reporting mechanism to promptly 
communicate any ambiguities or concerns 
to higher-level staff.

5. Vulnerability Assessment and Ticket 
Assignment: Assess the vulnerabilities 
discovered and assign tickets based on the 
level of risk acceptance and urgency.

6. Solution Verification and Remediation: 
Verify the effectiveness of applied 
solutions and ensure they successfully 
mitigate the identified vulnerabilities.

7. Continuous Improvement: Embrace an 
iterative approach by repeating the 
improvement cycle to enhance the assess-
ment process continually.

   

2.1    How  AI  can  be  used  for  Vulnerability
Security vulnerabilities encompass various 
flaws and weaknesses found within informa-

tion technology and its associated products, 
spanning across different levels and compo-
nents of an information system. These 
deficiencies directly impact the smooth opera-
tion of the entire information system. When 
maliciously exploited, they can gravely 
compromise the integrity, confidentiality, and 
availability of the system. Consequently, the 
study of security vulnerabilities stands as a 
fundamental aspect within the realm of infor-
mation security research [11]. In light of the 
escalating complexity of cyber threats, 
traditional security techniques are no longer 
sufficient to safeguard against these 
ever-evolving risks. Consequently, businesses 
are turning to artificial intelligence (AI) to 
bolster their cybersecurity strategies. AI offers 
enhanced capabilities for detecting and 
responding to threats, bolstering vulnerability 
management, and improving compliance and 
governance practices. By leveraging AI 
technologies such as machine learning, natural 
language processing, behavioral analytics, and 
deep learning, organizations can fortify their 
cyber defenses and shield themselves against a 
wide array of cyber threats, including malware, 
phishing attacks, and insider threats. AI has 
numerous applications in the cyber security 
industry, including [10].

2.1.1. Threat Detection and Response
AI plays a pivotal role in cyber security by 
enabling efficient threat detection and 
response. By leveraging machine learning 
techniques and natural language processing, 
organizations can analyze vast amounts of data 
to identify patterns and anomalies indicative of 
cyber threats. Intrusion detection systems 



proposed approach by incorporating additional 
features and using more advanced machine 
learning techniques. Additionally, the 
proposed approach can be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection. 
Further research can also explore the use of 
ensemble methods and deep learning 
techniques for identifying phishing attacks.
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1.  Introduction

 Cyber security is the safety of 
records/statistics, property, services, and 
systems of cost to reduce the possibility of 
loss, damage/corruption, compromise, or 

misuse to a stage commensurate with the cost 
assigned. As time-sharing structures emerged 
within the mid to past-due 1960s and more 
than one job and users have been capable of 
running on equal time, controlling the get 
admission to the facts in the system became a 
primary point of the subject. One answer that 

turned into used become to manner categorized 
statistics one degree at a time and "sanitize" the 
device after the jobs from one stage have been 
run and earlier than the jobs for the subsequent 
stage were run. This approach to pc protection 
became referred to as durations processing 
because the jobs for every level had been all 
run over their particular length of the day. This 
becomes an inefficient manner to use the 
device, and an effort changed into made to 
locate greater green software solutions to the 
multilevel security problem. Another approach 
is including extra functions or mechanisms in a 
laptop gadget another manner of enhancing 
laptop security. The mechanisms offered in this 
phase are grouped into authentication mecha-
nisms, get admission to control and inference 
manipulation. The other approach to improv-
ing the safety of a system is to difficulty the 
system to rigorous warranty strategies on the 
way to increase one's self-belief that the 
system will perform as preferred. Among those 
strategies are penetration analysis, formal 
specification and verification, and covert 
channel evaluation. None of these techniques 
assure a stable system. The best boom is one's 
self-belief inside the protection of the gadget 
[1].

During the Initial Response, the gathering of 
data regarding the incident that began inside 
the previous section maintains. The goal is to 
accumulate enough data to allow the formula 
of an adequate response method in the next 
step. Typically, the data this is amassed in this 
step includes interviews of any individuals 
concerned in reporting the suspected incident, 
and available network surveillance logs or IDS 

reviews, which can suggest that an incident 
took place. The aim of the formulation of the 
response strategy is "thinking about the totality 
of the occasions" that surround the incident. 
These occasions include the criticality of the 
affected systems or statistics, what sort of 
attacker is suspected, and what the overall 
harm would possibly amount to. A business 
enterprise's response posture, which defines its 
coverage concerning the response to pc protec-
tion incidents, might also have a big effect on 
the choice of a reaction method. During the 
research of the incident, exceptional varieties 
of proof relevant to the incident, e.g. Host- or 
network-based proof, are accumulated with the 
purpose to reconstruct the occasions that 
comprise the computer protection incident. 
This reconstruction ought to provide reasons 
for what came about, when, how, or why it 
occurred, and who is accountable. To gain this, 
an investigation is usually divided into two 
steps: Data Collection and Data Analysis. The 
cause of the Resolution section is to take the 
right measures to contain an incident, remedy 
the underlying troubles that brought on the 
incident, and take care that a similar incident 
will now not occur once more. All the import-
ant steps completed must be taken and their 
progress supervised to verify that they may be 
powerful. Adjustments to the affected systems 
must be best completed after amassing viable 
evidence, otherwise, that evidence is probably 
lost. After the resolution of the incident is 
entire, it may be necessary to update protection 
rules or the IR techniques, if the reaction to the 
incident uncovered a weak spot in contempo-
rary exercise [2].

Artificial intelligence in cyber security is 
beneficial as it improves how safety profes-
sionals examine, look at, and understand 
cybercrime. It complements the cyber protec-
tion technology that businesses use to fight 
cybercriminals and assist keep groups and 
customers secure. On the opposite hand, artifi-
cial intelligence can be very aid extensive. It 
may not be sensible in all applications. More 
importantly, it can also serve as a new weapon 
inside the arsenal of cybercriminals who use 
the generation to hone and enhance their cyber 
attacks. Synthetic intelligence in cyber security 
is beneficial as it improves how safety profes-
sionals examine, look at, and understand 
cybercrime. It complements the cyber protec-
tion technology that businesses use to fight 
cybercriminals and assist keep groups and 
customers secure. On the opposite hand, artifi-
cial intelligence can be very aid extensive. It 
may not be sensible in all applications. More 
importantly, it can also serve as a new weapon 
inside the arsenal of cybercriminals who use 
the generation to hone and enhance their cyber 
attacks. Artificial intelligence is a developing 
area of interest and investment in the cyber 
protection community. Let's hash it out. How 
artificial intelligence cyber security features 
improve digital safety ideally, if you're like 
many modern-day corporations, you have 
more than one tier of protection in location — 
perimeter, community, endpoint, software, and 
statistics security measures. For example, you 
could have hardware or software firewalls and 
network security answers that track and deter-
mine which network connections are allowed 
and block others. If hackers make it past these 
defenses, then they'll be up against your antivi-

rus and antimalware solutions. Then possibly 
they'll face your intrusion detection/intrusion 
prevention answers (IDS/IPS), and many 
others [3].

Not a lot of scarce literary resources describing 
attempts to apply Artificial Intelligence strate-
gies in Incident Handling, however, based on 
our enjoyment of the introduction of Artificial 
Intelligence strategies in Tactical, and particu-
larly, Operational Cyber Intelligence, we've 
got come to the conclusion that gift the primary 
characteristic of Artificial Intelligence in 
Incident Handling can be fixing a category 
challenge, i.e. The unambiguous reference of 
the modern-day incident to one of the elements 
of the Classification Scheme, where for every 
element applicable techniques and workflows 
have been developed [4].

For the long term, the IR technique has been 
driven and completed with the aid of people. 
Automation in the execution of cyber attacks 
has significantly expanded the tempo with 
which assaults are now carried out, making it 
difficult for human analysts to follow. Alert 
fatigue is a commonplace problem among 
safety teams that are overwhelmed with the aid 
quantity and pace of in recent times automated 
cyber assaults. AI rises as a method to address 
this problem, being already gifted within the 
discipline of cyber security, both in literature 
and security products. AI is also used as an 
offensive device for carrying out cyber 
assaults, leading to the necessity of leveraging 
AI for protection as a way of tackling the speed 
and volume of such assaults. It is equally 
important, even though, to not forget the AI it 

as a goal for the cyber attack. For the long 
term, the IR technique has been driven and 
completed with the aid of people. Automation 
in the execution of cyber attacks has signifi-
cantly expanded the tempo with which assaults 
are now carried out, making it difficult for 
human analysts to follow. Alert fatigue is a 
commonplace problem among safety teams 
that are overwhelmed with the aid quantity and 
pace of in recent times automated cyber 
assaults. AI rises as a method to address this 
problem, being already gifted within the 
discipline of cyber security, both in literature 
and security products. AI is also used as an 
offensive device for carrying out cyber 
assaults, leading to the necessity of leveraging 
AI for protection as a way of tackling the speed 
and volume of such assaults. It is equally 
important, even though, to not forget the AI as 
a goal for cyber attack [5].

2.  Vulnerability Assessment

In the contemporary interconnected and 
digitized world, the cybersecurity landscape 
has grown increasingly intricate and sophisti-
cated. Organizations now confront a myriad of 
perils posed by cyber criminals who exploit 
vulnerabilities in their systems and networks, 
aiming to illicitly access sensitive information, 
disrupt operations, or inflict financial losses. 
To confront and mitigate these risks, organiza-
tions employ a range of security measures, 
among which vulnerability assessment emerg-
es as a pivotal component of their comprehen-
sive cybersecurity and incident response strate-
gies. Undoubtedly, vulnerability assessment 
assumes paramount importance within the 

realm of cybersecurity administration. It 
entails the meticulous identification of vulner-
abilities present in software and systems, 
constituting a proactive process of scanning 
and scrutinizing potential targets and emerging 
threats with the aim of averting malicious 
attacks [6]. The domain of Vulnerability 
Assessment has reached a considerable level of 
maturity; however, keeping up with the wide 
range of computing and digital devices requir-
ing scrutiny poses a significant challenge [7]. 
This practice revolves around a methodical 
approach to pinpointing and assessing vulnera-
bilities existing within an organization's IT 
infrastructure, applications, and systems. It 
encompasses proactive scanning, testing, and 
analysis of potential weaknesses that may be 
exploited by malicious individuals. Conven-
tional approaches to vulnerability assessment 
have predominantly relied on manual 
techniques and static rule-based systems, 
which frequently struggle to match the pace of 
the evolving threat landscape and the relentless 
growth in both the volume and intricacy of 
vulnerabilities [8]. The advent of artificial 
intelligence (AI) has brought about a transfor-
mative shift in the realm of cybersecurity, 
encompassing vital aspects such as vulnerabili-
ty assessment and incident response. AI 
introduces fresh capabilities and efficiencies 
that hold the potential to greatly enhance the 
effectiveness and efficiency of these pivotal 
security processes. Through harnessing 
machine learning algorithms, natural language 
processing (NLP), and deep learning method-
ologies, AI-powered vulnerability assessment 
empowers organizations to identify, analyze, 
and address vulnerabilities in a more proactive, 

precise, and timely manner. As highlighted by 
Cybersecurity Ventures, a staggering 111 
billion lines of new software code are generat-
ed worldwide on an annual basis (Ventures, 
2017). By employing automated mechanisms 
to aid in vulnerability detection prior to system 
deployment, product teams can dedicate more 
attention to feature development and perfor-
mance enhancement. The proliferation of 
devices and applications being deployed 
presently not only amplifies the risks associat-
ed with networked systems but also furnishes a 
rich trove of training data for utilization in 
conjunction with artificial intelligence 
techniques [9]. The role of AI in vulnerability 
assessment assumes a multifaceted nature [10].

a) Artificial intelligence (AI) possesses the 
ability to automate and streamline the 
entire vulnerability assessment process, 
mitigating the need for manual efforts and 
empowering security teams to focus on 
tasks of greater value. Through the utiliza-
tion of machine learning algorithms, AI 
can analyze extensive datasets comprising 
system logs, network traffic, and historical 
vulnerability information. This analysis 
facilitates the identification of patterns 
and anomalies that may signify potential 
vulnerabilities. Furthermore, AI can 
continuously learn and adapt to emerging 
threats and attack techniques, thereby 
bolstering the overall resilience of the 
vulnerability assessment process.

b) AI serves as a catalyst for more advanced 
and sophisticated vulnerability detection 
and analysis. Leveraging deep learning 
techniques, such as Convolution Neural 

Networks (CNNs), Recurrent Neural 
Networks (RNNs), and Generative Adver-
sarial Networks (GANs), AI models can 
extract insightful information from 
complex datasets, including unstructured 
sources like security reports, blogs, and 
research papers. This capability empowers 
organizations to identify previously 
unknown vulnerabilities and effectively 
detect emerging threats.

c) AI-based vulnerability assessment signifi-
cantly contributes to incident response by 
expediting the identification of vulnerabil-
ities with greater accuracy. Consequently, 
security teams can allocate resources and 
prioritize tasks accordingly. By reducing 
the time between vulnerability detection 
and remediation, organizations can 
substantially diminish their exposure to 
potential attacks and minimize the impact 
of security incidents.

Below is a diagram illustrating the vulnerabili-
ty management life cycle, outlining the 
optimal steps to assess vulnerabilities within a 
system:

1. Identify and Uncover Neglected Devices 
and Assets: Thoroughly examine the 
network to identify any devices or assets 
that may have been overlooked or forgot-
ten.

2. Prioritize and Sequence Assets: Evaluate 
the importance and value that each asset 
contributes to the company, and prioritize 
them accordingly.

3. Comprehensive Scanning: Even after 

powered by AI algorithms monitor network 
traffic, detecting trends and abnormalities that 
may signify a security breach. Additionally, 
AI-driven cyber threat hunting helps uncover 
and track advanced persistent threats (APTs) 
lurking within networks. Predictive analytics 
further empowers organizations to proactively 
identify and address potential threats before 
they materialize, bolstering proactive defense 
strategies [10].

2.1.2. Vulnerability Management
AI is instrumental in effective vulnerability 
management, offering robust solutions for 
vulnerability scanning and prioritization. 
AI-enabled tools assist businesses in identify-
ing and prioritizing issues that require remedi-
ation. Vulnerability management encompasses 
automating tasks such as penetration testing, 
security policy enforcement, and patch admin-
istration. Through AI, penetration testing can 
be automated, simulating attempts to exploit 
vulnerabilities and assessing the efficacy of 
existing security measures [10].

2.1.3. Compliance and Governance
AI finds valuable applications in ensuring 
compliance and governance within organiza-
tions. It aids in risk detection, monitoring 
adherence to regulations and policies, and 
enforcing compliance. For instance, AI 
automates compliance reporting and monitor-
ing, ensuring companies adhere to regulations 
like HIPAA and GDPR. By analyzing exten-
sive data sets, AI can assess risks, identify 
potential threats and weaknesses, and provide 
recommendations for suitable mitigation 
strategies. Furthermore, AI can automatically 

detect and prevent policy violations, ensuring 
policy compliance across the organization 
[11].

2.2.    Identifying Vulnerabilities
There are a lot of ways that we can use in order 
to automate the process of identifying the 
vulnerabilities. Some of these ways are listed 
and explained below:

2.2.1. Automated Code Analysis
Utilizing AI algorithms, software code can 
undergo comprehensive analysis to unveil 
potential vulnerabilities. This approach facili-
tates the early identification of vulnerabilities. 
Static analysis techniques examine code 
without executing it, seeking out known code 
patterns, unsafe practices, or insecure coding 
methodologies that may give rise to vulnerabil-
ities. Dynamic analysis techniques, on the 
other hand, involve executing the code in 
controlled environments, closely monitoring 
its behavior, and uncovering any security 
weaknesses. It's worth noting that dynamic 
analysis, in contrast to static analysis, conducts 
its evaluation during runtime on a live system. 
This entails executing the code with specific 
test cases to fulfill defined coverage criteria, 
albeit this process tends to be time-intensive 
[12].

2.2.2. Network Traffic Analysis
AI plays a pivotal role in scrutinizing network 
traffic data to discern anomalies or patterns 
that may indicate potential vulnerabilities. By 
monitoring the flow of network traffic, AI 
algorithms can identify suspicious activities 
like port scanning, atypical packet behaviors, 

or attempted network intrusions. The surge in 
network traffic coupled with the evolution of 
artificial intelligence necessitates novel 
approaches to intrusion detection, malware 
behavior analysis, and the categorization of 
internet traffic and other security aspects. 
Machine learning (ML) exhibits impressive 
capabilities in addressing these network-relat-
ed challenges [13].

2.2.3. Vulnerability Scanning
vulnerability scanners can autonomously 
conduct comprehensive scans of systems, 
networks, or applications to unveil known 
vulnerabilities. These scanners harness AI 
techniques to compare the gathered data 
against established vulnerability databases, 
exploit frameworks, or attack signatures, 
discerning the presence of any vulnerabilities 
[14].

1.1.4. Behavior Monitoring and Anomaly 
Detection
AI algorithms possess the ability to learn and 
understand typical system or user behaviors, 
allowing them to identify deviations that could 
potentially indicate vulnerabilities. Through 
the analysis of system logs, user activities, or 
system behaviors, AI systems have the capaci-
ty to detect anomalies that may serve as red 
flags for unauthorized access attempts, 
privilege escalation, or other security breaches 
[10].

1.1.5. Natural Language Processing (NLP)
Leveraging the power of NLP techniques, 
textual sources such as security advisories, 
vulnerability reports, or user feedback can 

undergo thorough analysis. AI algorithms 
excel at extracting and scrutinizing pertinent 
information, recognizing vulnerability-specific 
keywords, and comprehending the contextual 
nuances surrounding reported vulnerabilities 
[10].

3.  Machine Learning-based 
Classification

Through the application of machine learning 
algorithms, datasets labeled with vulnerability 
information can serve as training material for 
code, network traffic, or system log classifica-
tion. These algorithms acquire the ability to 
discern whether a given instance is vulnerable 
or non-vulnerable by assimilating patterns and 
indicators extracted from historical data. This 
knowledge empowers them to effectively 
identify new instances of vulnerabilities based 
on their learned expertise [10].

4.  DEEP LEARNING

Harnessing the potential of deep learning 
techniques, including convolutional neural 
networks (CNNs) and recurrent neural 
networks (RNNs), proves valuable in scruti-
nizing intricate and unstructured data to uncov-
er vulnerabilities. For instance, CNNs excel at 
processing images depicting software interfac-
es or network diagrams, while RNNs excel at 
analyzing sequences of events or logs, 
enabling the detection of vulnerability-related 
patterns [10].

5.  DATA FUSION
 
AI systems excel at merging data from diverse 
sources, such as vulnerability databases, 
security feeds, or system logs, to construct a 
comprehensive and holistic perspective of 
potential vulnerabilities. By correlating infor-
mation gleaned from these distinct sources, AI 
algorithms bolster the accuracy and depend-
ability of vulnerability identification, enabling 
more robust cyber security measures.

6.  Intrusion Detection And 
Prevention

Intrusion detection and prevention involve the 
continuous monitoring of system logs and also 
the network traffic to identify potential securi-
ty breaches. A crucial role in this process by 
collecting and analyzing large amounts of data 
in real-time is played by automated security 
tool. These tools employ various techniques 
such as signature-based detection, anomaly 
detection, and behavior-based analysis to 
identify suspicious activities or patterns that 
may indicate unauthorized access attempts or 
other security threats. However, despite the 
automation provided by these tools, the exper-
tise and judgment of human analysts remain 
essential. Human analysts are responsible for 
reviewing the findings and analysis generated 
by the automated systems. They assess the 
severity and context of the detected threats, 
investigate any false positives or false 
negatives, and determine the appropriate 
response strategy. Human analysts bring their 
knowledge, experience, and critical thinking 
skills to interpret the data, validate the 

findings, and make informed decisions about 
how to respond effectively to the detected 
threats [15].

While automation streamlines the detection 
process and provides initial insights, human 
analysts add a layer of intelligence and contex-
tual understanding that cannot be replicated by 
machines alone. Their involvement ensures 
that the response to detected threats is tailored 
to the specific circumstances, aligns with 
organizational policies and priorities, and 
minimizes the risk of false positives or unnec-
essary disruptions to legitimate network activi-
ties. Human analysts also play a crucial role in 
adapting the intrusion detection and prevention 
systems to evolving threats by continuously 
learning from new attack techniques and 
adjusting the system configurations according-
ly [15].

In this topic, we will explore the initial three 
subtopics: Network-based Intrusion Detection 
and Prevention (NIDP), Host-based Intrusion 
Detection and Prevention (HIDP), and Intru-
sion Detection and Prevention Systems 
(IDPS).

6.1 Network-based Intrusion Detection and 
Prevention (NIDP)
Network-based Intrusion Detection and 
Prevention (NIDP) entails the surveillance of 
network traffic to identify and respond to 
potential intrusions. NIDP utilizes various 
techniques to analyze packet-level data and 
identify abnormal or malicious behavior. A 
fundamental approach in NIDP is packet 
analysis, which involves scrutinizing network 

packet headers and contents to identify 
patterns or anomalies indicating potential 
intrusions. Common techniques employed in 
packet analysis include deep packet inspection 
(DPI) and protocol analysis [16].

Anomaly detection is another crucial aspect of 
NIDP, involving the establishment of baseline 
behavior for comparison against current 
network activity to identify deviations. Statisti-
cal methods, machine learning algorithms, and 
behavioral analysis are frequently employed in 
anomaly detection to identify anomalies. By 
comparing present network traffic patterns to 
historical data or predefined thresholds, NIDP 
systems can generate alerts or implement 
preventive measures [17].

Signature-based detection is a well-established 
technique in NIDP, which entails comparing 
network traffic against a database of known 
attack signatures. If a match is found, the 
system raises an alert. Although signa-
ture-based detection efficiently identifies 
known attacks, it may struggle with detecting 
novel or previously unseen attack patterns. To 
overcome this limitation, intrusion detection 
and prevention systems often combine signa-
ture-based detection with anomaly-based 
approaches for heightened security [18].

Network traffic monitoring is an integral part 
of NIDP, encompassing the collection and 
analysis of network flow data, including 
source and destination IP addresses, ports, 
protocols, and session duration. Through 
network flow analysis, security administrators 
can identify suspicious patterns such as abnor-

mal data volumes or unusual communication 
patterns. Network flow data can also be 
utilized to visualize network activity and detect 
patterns that may not be discernible through 
other analysis techniques [19].

6.2 Host-based Intrusion Detection and 
Prevention (HIDP)
Host-based Intrusion Detection and Prevention 
(HIDP) focuses on monitoring activities and 
events on individual hosts or endpoints to 
protect against internal network-based attacks. 
HIDP techniques provide detailed visibility 
into host-level activities, playing a vital role in 
safeguarding systems. Log analysis is a key 
component of HIDP, as system logs contain 
valuable information regarding host activities, 
including login attempts, file accesses, system 
calls, and configuration changes. Analyzing 
log files enables security analysts to identify 
suspicious or unauthorized activities. Auto-
mated log analysis tools aid in detecting 
patterns or events of interest, facilitating 
efficient intrusion detection [20].

System call monitoring is another important 
HIDP technique that involves capturing and 
analyzing system calls made by programs or 
processes running on a host. By monitoring 
system calls, HIDP systems can detect 
malicious or abnormal behavior, such as unau-
thorized access attempts, privilege escalation, 
or file manipulation. Anomalies detected 
through system call monitoring can trigger 
alerts or proactive measures to mitigate poten-
tial risks. File integrity checking is a mecha-
nism employed to ensure the integrity of 
critical system files. HIDP systems often main-

tain hash or checksum values for each file and 
periodically verify their integrity by recalculat-
ing the hash and comparing it with the stored 
value. The detection of discrepancies indicates 
potential file modifications or tampering, 
which could signify a security breach [21].

Behavior-based detection techniques in HIDP 
involve the continuous monitoring and analy-
sis of process and application behavior running 
on hosts. This approach focuses on identifying 
deviations from expected behavior patterns, 
allowing for the detection of abnormal or 
potentially malicious activities. In conclusion, 
NIDP, HIDP, and IDPS form essential subtop-
ics in intrusion detection and prevention. By 
utilizing techniques such as packet analysis, 
anomaly detection, signature-based detection, 
log analysis, system call monitoring, and 
behavior-based detection, organizations can 
enhance their ability to identify and prevent 
intrusions, safeguarding their networks and 
systems from malicious activities [22].

6.3    Intrusion Detection and Prevention 
Systems (IDPS)
Intrusion Detection and Prevention Systems 
(IDPS) play a vital role in the identification 
and response to intrusions in computer 
networks and systems. These systems are 
designed to continuously monitor network 
traffic, host activities, and system logs, offer-
ing real-time capabilities for detecting and 
preventing threats. IDPS can operate in differ-
ent modes, including network-based, 
host-based, or a combination of both, to 
provide comprehensive security coverage. 
IDPS are built on a combination of technolo-

gies, methodologies, and algorithms to recog-
nize and mitigate security threats. To find 
malicious actions and potential vulnerabilities, 
they use cutting-edge detection techniques like 
signature-based detection, anomaly detection, 
and behavior-based analysis. [23].

Signature-based detection in IDPS involves 
comparing network traffic, host data, or system 
logs against known attack signatures or 
patterns. These signatures are derived from 
previously identified and documented 
malicious activities. If a match is found, the 
IDPS generates an alert, enabling security 
personnel to take appropriate actions. Signa-
ture-based detection is effective in identifying 
known attacks but may face challenges in 
detecting new or unknown attacks that lack 
pre-existing signatures. Anomaly detection is 
another essential component of IDPS. This 
technique involves establishing a baseline of 
normal behavior for the network or host and 
comparing ongoing activities against this 
baseline. Any deviation or anomaly from the 
established norm may indicate a potential 
intrusion. Anomaly detection algorithms 
utilize statistical methods, machine learning, 
and behavioral analysis to identify unusual 
patterns, network traffic spikes, or abnormal 
system behavior. By generating alerts based on 
detected anomalies, IDPS can aid in the detec-
tion of previously unseen or evolving threats. 
Behavior-based analysis is a proactive 
approach employed in IDPS to identify 
malicious activities based on the observed 
behavior of network traffic, applications, or 
system processes. By analyzing the sequence 
of actions, resource access patterns, or commu-

nication behavior, IDPS can detect deviations 
from expected behavior and raise alerts. 
Behavior-based analysis is particularly effec-
tive in detecting sophisticated attacks that may 
evade signature-based detection [24].

Apart from detection, IDPS also prioritize 
prevention and response. When a potential 
intrusion or suspicious activity is detected, 
IDPS can take various actions to prevent 
further harm or reduce the impact. These 
actions may involve blocking network traffic, 
isolating compromised hosts, resetting user 
sessions, or notifying security personnel for 
further investigation. IDPS can also integrate 
with other security systems, such as firewalls, 
to automatically enforce access control 
policies or update rule sets to enhance overall 
security.

6.4.    AI and Intrusion Detection and Preven-
tion
AI can augment the capabilities of human 
analysts and traditional security tools in sever-
al ways. Here are some examples:

6.4.1. Real-time monitoring
AI algorithms can analyze network traffic and 
system logs in real-time, allowing them to 
quickly identify and respond to potential 
threats. This is particularly useful in large or 
complex networks, where it may be difficult 
for human analysts to keep track of all the 
activity. AI can also flag potential threats that 
might otherwise go unnoticed by human 
analysts, such as low-level attacks that are 
designed to evade detection [25].

6.4.2. Anomaly detection
 AI can be trained to recognize normal patterns 
of network activity, and to flag any deviations 
from these patterns that might indicate the 
presence of a cyber threat. For example, AI can 
detect unusual login activity, identify attempts 
to exploit known vulnerabilities and alert 
security teams to potential threats that might 
otherwise go unnoticed. By detecting potential 
threats at an early stage, AI can help to 
minimize the damage caused by a cyber-attack 
[26].

6.4.3. Automated response
Automated response in cyber security refers to 
the use of AI-powered tools and algorithms to 
automatically perform certain actions in 
response to detected threats or security 
incidents. These automated actions help to 
prevent the spread of cyber-attacks and 
mitigate their impact. Let's explore an example 
to better understand how automated response 
works. Imagine a large organization with a 
sophisticated AI-powered intrusion detection 
system in place. This system continuously 
monitors the network for any suspicious activi-
ties or potential cyber threats. One day, the 
intrusion detection system identifies a series of 
network packets exhibiting patterns indicative 
of a DDoS (Distributed Denial of Service) 
attack. Upon detecting this potential threat, the 
AI-powered security tool automatically 
springs into action. It analyzes the incoming 
network traffic, identifies the malicious 
packets, and determines the best course of 
action to mitigate the attack. In this case, the AI 
system decides to block the IP addresses 
associated with the attacking packets. Using its 

automated response capabilities, the AI tool 
sends instructions to the organization's 
network infrastructure, specifically the 
firewalls or routers. These instructions result in 
the immediate blocking of the identified IP 
addresses, effectively stopping the malicious 
traffic from reaching the organization's 
network resources. Simultaneously, the AI 
system also initiates actions to isolate any 
infected systems within the organization's 
network. It identifies the compromised devic-
es, such as computers or servers that may be 
participating in the DDoS attack, and quaran-
tines them from the rest of the network. By 
isolating the infected systems, the AI tool 
prevents the attack from spreading further and 
causing additional damage to other network 
components [27].

In this scenario, the automated response 
capabilities provided by AI-powered security 
tools play a vital role in containing and mitigat-
ing the DDoS attack. By automatically block-
ing suspicious traffic and isolating infected 
systems, the AI system helps prevent the attack 
from disrupting the organization's network 
services and causing significant downtime. 
Furthermore, by automating these routine 
response tasks, the AI system reduces the 
workload on human analysts. Instead of spend-
ing time manually identifying and blocking 
malicious traffic, analysts can focus on more 
complex and strategic security tasks, such as 
investigating the root cause of the attack, 
identifying potential vulnerabilities, or 
fine-tuning the AI system's response 
algorithms.

Overall, the example highlights how automat-
ed response, facilitated by AI, can enhance an 
organization's ability to respond quickly and 
effectively to cyber threats. By leveraging AI's 
speed and precision, organizations can reduce 
response times, minimize the impact of 
attacks, and improve the efficiency of their 
security operations [28].

6.4.4. Predictive analysis
AI can also be used for predictive analysis, 
which involves using historical data to identify 
potential future threats. By analyzing patterns 
and trends in network activity over time, AI 
algorithms can identify potential vulnerabili-
ties and anticipate potential threats before they 
occur. This can help organizations to proac-
tively mitigate these threats before they can 
cause any damage.

However, it's important to remember that AI is 
not a panacea for all cyber security challenges, 
and it should be used in conjunction with other 
tools and techniques. For example, AI 
algorithms may not be able to detect advanced 
persistent threats (APTs) or zero-day vulnera-
bilities, which require human expertise and 
intuition to identify. Additionally, AI 
algorithms may be susceptible to false 
positives or false negatives, which can lead to 
unnecessary alerts or missed threats [29].

7.  Incident Response

Although they use different process methodol-
ogies, incident response and computer foren-
sics have similar goals. While both situations' 
primary goals are to investigate computer 

security incidents and contain their effects, 
incident response is more focused on bringing 
things back to normal while computer foren-
sics is more focused on producing evidence 
that can be used in court. 

An organization's response to improper or 
undesirable behavior using a computer or 
network component is known as an incident 
response. A methodical and well-planned 
approach should be employed to react rather 
than being caught off guard and launching a 
disorderly and potentially disastrous response. 
As a result, events are typically handled by a 
team known as the Computer Security Incident 
Response Team, or CSIRT, which is made up 
of individuals who possess the various certifi-
cations required for the response procedure 
[30].

7.1. Real time analysis of security events
The gathering, storing, and analyzing of all 
data relating to the incident that has occurred 
or is still occurring is one of the key activities 
in dealing with cyber security incidents [31].

Detecting security threats in real time is the 
responsibility of the security operations centre 
(SOC), a centralised organisation. It is an 
essential part of a CSIRT (Corporate Security 
Incident Response Team). A key piece of 
technology used in SOCs, SIEM systems 
collect security events from various sources 
within enterprise networks, normalise the 
events to a standard format, store the 
normalised events for forensic analysis, and 
correlate the events to detect malicious activi-
ties in real time. The authors of this essay 

emphasise the critical role SIEM systems play 
for SOCs, address current operational barriers 
to properly employing SIEM systems, and 
identify upcoming technical problems that 
SIEM systems will need to overcome to 
remain relevant [32].

7.2.    Automated Incident Triage
Recent years have seen a dramatic rise in the 
number of computer security incidents across 
all industries. Even small businesses suffer 
significant financial and reputational losses as 
a result of these accidents. Naturally, there has 
been a rise in demand for incident management 
relating to computers. Today, incident handling 
is still a challenging job that is primarily 
carried out by human expert teams. It is 
exceedingly expensive to retain such a team on 
call around-the-clock, especially in large 
organizations with extensive networks. Conse-
quently, it is highly desirable to have automat-
ed incident handling. It was extremely difficult 
to automate this process due to its complexity 
and reliance on humans [33]. 

Data triage is used by Security Operation 
Centers to separate the real "signals" from a lot 
of noisy alerts and "connect the dots" to answer 
some higher-level questions about the activi-
ties of the attack. This work intends to natural-
ly produce information emergency robots 
straightforwardly from network safety investi-
gators' activity follows. Data triage automatons 
that are currently in use, such as SIEMs and 
Security Information and Event Management 
systems (SIEMs), require expert analysts to 
dedicate time and effort to the creation of event 
correlation rules [34].

7.3.    Role of AI in Incident Response 
Artificial intelligence (AI) has a significant 
role to play in incident response, particularly in 
the early detection and rapid response to 
security incidents. AI-powered systems can 
monitor and analyze vast amounts of data and 
quickly identify anomalous behaviors or 
patterns that may indicate a potential security 
breach.

Here are some ways in which AI can help with 
incident response:

7.3.1. Early detection 
Early detection is a crucial aspect of cyber 
security as it allows organizations to identify 
potential threats and take proactive measures 
to mitigate them. Artificial Intelligence 
(AI)-powered systems play a significant role in 
enhancing early detection capabilities by 
monitoring network traffic, endpoints, and 
critical infrastructure for any signs of unusual 
activity or behavior. AI-powered systems 
leverage advanced algorithms and machine 
learning techniques to analyze vast amounts of 
data in real-time. By establishing a baseline of 
normal network behavior, these systems can 
identify anomalies that may indicate the 
presence of a threat. These anomalies could be 
deviations from typical patterns, such as unex-
pected network traffic spikes, unauthorized 
access attempts, or unusual data transfers. One 
of the significant advantages of AI-powered 
systems is their ability to detect threats that 
may go unnoticed by human analysts. While 
human analysts play a critical role in cyberse-
curity, they are limited by their capacity to 
process large volumes of data and to recognize 

subtle patterns or anomalies. AI systems, on 
the other hand, can analyze massive amounts 
of data quickly and efficiently, allowing them 
to identify potential threats in near real-time. 
To achieve early detection, AI systems employ 
various techniques. One common approach is 
anomaly detection, where AI algorithms learn 
from historical data to establish normal 
patterns of network behavior. They then 
continuously monitor incoming data and 
compare it to the established baseline. Any 
deviation from the norm triggers an alert, 
indicating a potential security threat. Another 
technique used by AI-powered systems is 
behavioral analysis. These systems monitor 
and analyze the behavior of endpoints, such as 
individual devices or users, to identify any 
abnormal activities. By learning from histori-
cal data and establishing typical user behav-
iors, AI algorithms can identify behavior that 
deviates from the norm, which may suggest 
malicious intent or compromised endpoints 
[35].

7.3.2. Rapid response
AI systems play a crucial role in alerting 
security teams to potential security incidents, 
enabling them to respond promptly and 
mitigate the impact of the incident. Through 
continuous monitoring and analysis of network 
traffic, endpoints, and critical infrastructure, 
AI-powered systems can quickly identify 
anomalies and suspicious activities that may 
indicate a security breach or cyber attack. 
When an AI system detects unusual activity or 
behavior, it generates an alert that is immedi-
ately relayed to the security team. These alerts 
serve as early warnings, providing crucial 

information about potential threats before they 
can cause significant harm. By leveraging 
advanced algorithms and machine learning 
techniques, AI systems can differentiate 
between normal and abnormal patterns, 
helping to identify potential security incidents 
in real-time. The quick alerting capability of AI 
systems is beneficial for several reasons. First, 
it allows security teams to respond swiftly, 
minimizing the time window for attackers to 
exploit vulnerabilities or escalate their activi-
ties. By receiving alerts in near real-time, 
security professionals can take immediate 
action to investigate and contain the incident, 
preventing further compromise of systems and 
data. Second, early detection and rapid 
response help mitigate the impact of security 
incidents. By identifying threats at an early 
stage, organizations can limit the potential 
damage caused by unauthorized access, data 
breaches, or malicious activities. Security 
teams can implement appropriate countermea-
sures, such as isolating affected systems, 
blocking malicious traffic, or initiating 
incident response protocols to contain and 
mitigate the incident swiftly [36].

7.3.3. Automated investigation
AI can help automate the process of investigat-
ing security incidents. This can help reduce the 
time and resources required to identify and 
remediate security issues.

7.3.4. Threat intelligence
AI can analyze vast amounts of threat intelli-
gence data and provide insights into emerging 
threats and vulnerabilities. This can help 
security teams stay ahead of the curve and 

proactively address potential security risks.

7.3.5. Behavioral analysis 
AI can analyze user behavior and identify 
anomalous patterns that may indicate insider 
threats or other malicious activity [37].

8. Forensics Analysis

The development of digital technology over 
the past ten years has had a significant impact 
on our day-to-day lives and business practices. 
As a result, the digital forensics field will face 
numerous challenges as this evolution contin-
ues [38]. 

The goal of forensic analysis is to uncover and 
interpret evidence that can help investigators 
understand what happened, identify potential 
suspects or perpetrators, and provide evidence 
for use in court. Forensic analysts may work 
for law enforcement agencies, government 
agencies, or private companies, and their work 
may be used in criminal investigations, civil 
lawsuits, and other legal proceedings. There-
fore, Digital forensics is a complex and evolv-
ing field. To conduct effective forensic analy-
sis in cyber security, analysts must have a deep 
understanding of computer systems, network 
protocols, and cyber threats. They must also be 
familiar with the legal and regulatory require-
ments for handling digital evidence, as well as 
the ethical considerations involved in handling 
sensitive data [39].

9. How AI Can Assist in Foren-
sics Analysis

Compared to other application domains, digital 
forensics appears to have used automation and 
AI less frequently[40]. Artificial intelligence 
(AI) has the potential to significantly aid foren-
sic analysis in a number of ways. Here are a 
few instances:

9.1. Data Analysis
AI can analyze vast amounts of data collected 
during forensic investigations, including 
network traffic logs, system logs, and other 
digital evidence. With machine learning 
algorithms, AI can identify patterns and anom-
alies in the data, which may be indicative of a 
cyber attack or other malicious activity [37].

9.2. Image and Audio Analysis
 When it comes to image analysis, AI 
algorithms can be trained to identify and 
classify objects, faces, and other visual 
elements within images. By utilizing deep 
learning models and neural networks, AI can 
accurately detect and recognize specific 
objects or individuals. This capability proves 
invaluable in forensic investigations where 
identifying suspects or potential evidence is 
crucial. AI systems can rapidly process large 
volumes of images and flag relevant informa-
tion, significantly reducing the time and effort 
required for manual examination. Further-
more, AI can assist in facial recognition, 
comparing faces captured in images or video 
footage against databases of known individu-
als. This technology can help identify persons 
of interest or locate missing individuals by 
matching faces from surveillance footage, 
social media images, or other sources. AI-pow-
ered facial recognition systems have been 

instrumental in solving numerous criminal 
cases by linking suspects to evidence or estab-
lishing the presence of certain individuals at 
crime scenes. In the context of video analysis, 
AI algorithms can analyze video content to 
extract meaningful information. This includes 
tracking the movement of objects or individu-
als, detecting specific activities or behaviors, 
and identifying important events within the 
footage. AI can also perform forensic video 
enhancement, enhancing the quality of 
low-resolution or poorly captured videos to 
improve visibility and aid in identifying key 
details. These capabilities enable investigators 
to reconstruct events, identify patterns, and 
gather evidence from video recordings more 
efficiently [41].

9.3. Predictive Analytic
Predictive analytic is a type of data analysis 
that uses machine learning algorithms to 
analyze historical data and identify patterns 
and trends that can be used to predict future 
events. In the context of cyber security, predic-
tive analytic can be used to identify potential 
security threats or vulnerabilities by analyzing 
historical data from previous incidents. Predic-
tive analytic models driven by AI can examine 
a large amount of data from a variety of sourc-
es, including system logs, network traffic logs, 
and other digital evidence. The models can 
spot trends and oddities in the data that might 
point to a security risk, such a cyberattack 
attempt or a system weakness that could be 
used by hackers. By using these predictive 
models, security teams can be alerted to poten-
tial security breaches in real-time, allowing 
them to take proactive steps to prevent or 

mitigate the damage caused by a cyber attack. 
For example, if a predictive model identifies a 
potential threat in real-time, security teams can 
investigate the issue and take steps to prevent 
the attack before it causes any damage. The use 
of predictive analytics in cyber security can 
help organizations to stay ahead of potential 
security threats and to anticipate new attack 
methods, allowing them to implement proac-
tive security measures to prevent cyber attacks. 
Additionally, predictive analytic can be used to 
identify vulnerabilities in systems and applica-
tions, enabling organizations to take corrective 
action to secure their infrastructure and reduce 
the risk of a successful attack [42].

9.4. Natural Language Processing (NLP)
AI-powered NLP algorithms can analyze text 
data, such as emails, chat logs, and social 
media posts, to identify keywords or phrases 
that may be related to an incident. This can 
help investigators identify potential suspects or 
gain insights into the motives behind an attack 
[43].

9.5. Malware Analysis
 AI can help in analyzing malware by detecting 
and classifying malicious code. It can also 
identify patterns in the behavior of malware to 
help investigators identify its origin and the 
extent of the damage caused. The makers of the 
Magnet Axiom forensic examination tool, 
Magnet Forensics, included machine learning 
in their Magnet [44].

10.  Identifying The Source And 
Cause Of A Security Incident
Forensic analysis plays a critical role in deter-

mining the origin and cause of a security 
incident. It involves a systematic examination 
of digital evidence to understand what 
happened, how it occurred, who was responsi-
ble, and the extent of the damage [45]. Below 
are steps involved in conducting forensic 
analysis to identify the source and cause of a 
security incident:

1. Secure the Affected System: The initial 
step is to isolate and secure the affected 
system to prevent further harm or data 
loss. This may entail disconnecting the 
system from the network or taking it 
offline.

2. Document the Incident: Promptly docu-
ment the incident by taking comprehen-
sive notes, photographs, or videos of the 
affected system. Capture relevant infor-
mation like error messages, timestamps, 
or any unusual behavior observed.

3. Preserve Evidence: To maintain the integ-
rity of the evidence, create a forensic copy 
of the affected system's storage media. 
This involves making a bit-by-bit replica 
of the entire storage device or disk 
partition. The copy will be used for analy-
sis while leaving the original evidence 
untouched.

4. Conduct Initial Analysis: Analyze system 
logs, network traffic logs, firewall logs, 
intrusion detection system (IDS) logs, and 
other relevant data sources to gather initial 
information about the incident. Look for 
signs of unauthorized access, unusual 
activities, or anomalies.

5. Recover Deleted or Hidden Data: 

Employ forensic tools and techniques to 
recover deleted or concealed data that may 
provide valuable insights into the incident. 
This may involve examining temporary 
files, registry entries, or system artifacts 
that can shed light on the source and 
cause.

6. Perform Malware Analysis: If malware is 
suspected, conduct a detailed analysis of 
suspicious files or software. Use special-
ized tools to analyze the malware's behav-
ior, identify its characteristics, and deter-
mine its origin.

7. Network Traffic Analysis: Scrutinize 
network traffic logs, packet captures, or 
firewall logs to identify any suspicious or 
unauthorized network activity. Look for 
indicators of unauthorized access, data 
exfiltration, or communication with 
known malicious entities.

8. Timeline Reconstruction: Create a 
timeline of events based on the gathered 
evidence. This timeline should outline the 
sequence of actions leading up to and 
following the incident. It can help identify 
the initial compromise and the attacker's 
activities throughout the attack.

9. User and System Analysis: Analyze user 
accounts, system configurations, and 
access controls to identify potential 
vulnerabilities or weaknesses that may 
have been exploited during the incident. 
Look for signs of unauthorized access or 
privilege escalation.

10. Collaboration and Expert Consultation: 
In complex cases, collaborate with other 

experts such as network administrators, 
incident response teams, or law enforce-
ment agencies. Their expertise and 
resources can assist in the investigation 
and analysis process.

11. Report Findings: Prepare a detailed 
report summarizing the forensic analysis 
findings. Include a description of the 
incident, the methods used for analysis, 
the identified source and cause of the 
incident, and recommendations for 
preventing future incidents.

It's important to note that forensic analysis is a 
specialized field, and it is advisable to involve 
experienced professionals or a dedicated 
incident response team to ensure a comprehen-
sive and accurate investigation.

12.  Data Carving

Data carving is a fundamental technique 
employed in the field of digital forensics to 
retrieve fragmented or deleted files from 
storage media. It involves the identification 
and reconstruction of files based on their 
distinct signatures or patterns, circumventing 
the structure of the file system. Data carving 
proves particularly valuable when convention-
al file recovery methods are ineffective or 
when dealing with intentionally erased or 
damaged files [46].

The process of data carving entails scouring 
the raw binary data of a storage device in 
search of specific file headers, footers, or other 
data patterns. These patterns serve as indica-
tors suggesting the presence of a particular file 

type, such as documents, images, videos, or 
archives. By recognizing these signatures, data 
carving tools can extract and reconstruct files 
from the scattered or unallocated space on the 
storage medium [47].

Data carving algorithms typically function by 
scrutinizing the binary data and identifying 
distinct patterns or structures that signify the 
beginning and end of a file. Once a potential 
file is detected, the carving tool proceeds to 
extract the file by copying the corresponding 
data blocks into a separate file, ultimately 
generating a reconstructed version of the 
original file. One of the primary challenges 
encountered in data carving involves handling 
fragmented files. Due to factors like partial 
overwriting or deletion, files on a storage 
device are often stored in non-contiguous 
clusters or sectors. Data carving algorithms 
must possess the ability to identify and assem-
ble these dispersed fragments in order to 
accurately reconstruct the complete file [48].
Another obstacle involves the potential occur-
rence of false positives or false negatives 
during the data carving process. False positives 
arise when the carving tool incorrectly identi-
fies non-file data as a file, which can lead to the 
recovery of irrelevant or corrupted data. 
Conversely, false negatives occur when a 
carving tool fails to identify and recover a valid 
file.To enhance the accuracy and efficiency of 
data carving, a range of techniques and heuris-
tics have been developed. These include 
advanced signature matching algorithms, file 
format-specific carving, entropy analysis, and 
error correction mechanisms [49].
Data carving plays a critical role in digital 

forensics, enabling investigators to retrieve 
valuable evidence from storage media, even in 
cases where the file system has been compro-
mised or intentionally tampered with. It is an 
indispensable tool in investigations related to 
cyber crime, data breaches, intellectual proper-
ty theft, and other digital offenses [50].

12.   CONCLUSION
The role of artificial intelligence (AI) in cyber 
security and incident response is constantly 
evolving and holds great potential for future 
developments. Looking ahead, the future of 
cyber security will likely be shaped by emerg-
ing technologies such as quantum computing, 
5G networks, and the increasing integration of 
AI and automation. These advancements bring 
new opportunities but also introduce novel 
security risks and challenges that will require 
proactive measures and innovative solutions.
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technique for phishing detection because they 
are easy to interpret and can handle both 
categorical and numerical data. Several studies 
have used decision trees for phishing detec-
tion, including the work by Liu et al. (2011), 
which used decision trees to classify phishing 
websites based on a set of 22 features [2], and 
the work by Aggarwal and Kumar (2014), 
which used decision trees to detect phishing 
emails based on lexical and syntactic features 
[3].

Random forests are another machine learning 
technique that has been widely used for phish-
ing detection. Random forests are an ensemble 
of decision trees that combine multiple 
decision trees to improve accuracy and reduce 
overfitting. Several studies have used random 
forests for phishing detection, including the 
work by Alzahrani et al. (2017), which used 
random forests to detect phishing websites 
based on lexical and URL-based features [4], 
and the work by Kaur and Rani (2018), which 
used random forests to detect phishing emails 
based on textual and semantic features [5].

Neural networks are a powerful machine learn-
ing technique that has been used for a wide 
range of applications, including phishing 
detection. Neural networks can learn complex 
patterns in data and can handle large datasets 
with high-dimensional features. Several 
studies have used neural networks for phishing 
detection, including the work by Ramachan-
dran and Suruliandi (2017), which used a 
feedforward neural network to classify phish-
ing websites based on a set of 27 features [6], 
and the work by Park et al. (2018), which used 

a convolutional neural network to detect phish-
ing emails based on textual and visual features 
[7].

Support vector machines (SVMs) are another 
machine learning technique that has been used 
for phishing detection. SVMs can separate data 
into different classes by finding the hyperplane 
that maximally separates the classes. Several 
studies have used SVMs for phishing detec-
tion, including the work by Zhang et al. (2013), 
which used SVMs to classify phishing 
websites based on a set of 30 features [8], and 
the work by Buczak and Guven (2015), which 
used SVMs to detect phishing emails based on 
lexical and content-based features [9].

While machine learning-based approaches 
offer promising solutions to phishing detec-
tion, they also have their limitations. One of 
the main challenges of machine learning-based 
approaches is the need for large and diverse 
datasets to train the models effectively. Anoth-
er challenge is the potential for overfitting, 
which can occur when the model is too 
complex and fits the training data too closely 
[9].

2.2. Comparative Analysis
Our proposed approach for detecting phishing 
websites using decision trees [2] was 
compared with existing phishing detection 
techniques in the literature. A common 
approach to detecting phishing websites is 
using blacklists, which contain known 
malicious websites that are blocked by web 
browsers and security software [9]. However, 
this approach is limited by the fact that it can 
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2.3.2. Feature Selection and Engineering:
In the feature selection and engineering stage, 
relevant features are selected from the dataset 
to improve the accuracy of the decision tree 
classifier. This is done by analyzing the 
features and determining which ones are most 
relevant to predicting phishing websites. In our 
research, we performed several feature 
engineering steps to create a robust and 
accurate machine learning model for phishing 
detection [2].

Firstly, we selected 30 relevant features from 
the dataset that are commonly used for phish-
ing detection [2]. Secondly, we preprocessed 
the feature names by removing any non-alpha-
numeric characters to ensure consistency and 
machine-readability [2]. Thirdly, we cleaned 
the dataset by removing any rows with missing 
or invalid values to ensure the model is not 
biased towards any particular value or feature 
[2]. Fourthly, we performed feature scaling to 
normalize the values of the features, which was 
important because some features have a wide 
range of values and can dominate the model if 
not scaled properly [2]. Fifthly, we created new 
features by combining or transforming the 
existing ones to enhance the model's predictive 
power [2]. Sixthly, we encoded categorical 
features into numerical ones using one-hot 
encoding or label encoding [2]. Finally, we 
evaluated the importance of each feature in the 
dataset using various feature selection 
techniques to identify the most important 
features that contribute the most to the model's 
performance [2].

These feature engineering steps were critical in 

creating a robust and accurate model for phish-
ing detection [2].

2.3.3. Model Selection and Evaluation
In the model selection and evaluation stage, a 
decision tree classifier is chosen as the model 
because it is simple, interpretable, and has 
been shown to perform well on similar 
datasets. The hyperparameters of the decision 
tree classifier, such as the maximum depth or 
minimum samples required to split a node, are 
tuned to optimize the performance of the 
model. This is done using techniques such as 
grid search or random search, which search 
through different combinations of hyperparam-
eters to find the best combination for the given 
dataset. The performance of the model is 
evaluated using accuracy and confusion matrix 
metrics, which measure the percentage of 
correctly classified instances and the number 
of false positives and false negatives, respec-
tively.

3.  Results And Analysis

3.1. Performance and Analysis
The decision tree classifier achieved an accura-
cy of 0.9597, indicating that it correctly classi-
fied 95.97% of the websites in the dataset. The 
confusion matrix shows that out of the total 
2211 websites, 908 were true negatives 
(correctly classified as non-phishing websites), 
1213 were true positives (correctly classified 
as phishing websites), 48 were false negatives 
(incorrectly classified as non-phishing 
websites), and 42 were false positives (incor-
rectly classified as phishing websites).

4.  Results 

The decision tree model achieved an accuracy 
of 95.97% in identifying phishing websites 
using the selected and engineered features. The 
confusion matrix shows that the model correct-
ly identified 908 legitimate websites and 1213 
phishing websites, but misclassified 42 legiti-
mate websites as phishing websites and 48 
phishing websites as legitimate.

4.1. Contributions and Limitations
The study contributes to the field of online 
security by proposing a decision tree-based 
approach to identify phishing websites using 
website features. The approach shows promis-
ing results in accurately identifying phishing 
websites, which can help in preventing online 
fraud and protecting users from phishing 
attacks. However, the limitations of the study 
include the use of a single dataset and the 
reliance on website features for identification, 
which may not be effective in identifying 
sophisticated phishing attacks.

4.2. Implications and Applications
The proposed approach has potential implica-
tions and applications in the context of online 
security. This approach can be used by organi-
zations and individuals to identify phishing 
websites and prevent online fraud. The 
approach can also be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection.

5.  Conclusion

Future research can focus on enhancing the 

Fig 2. Confusion matrix

3.2. EXPERIMENT AND OBSERVA-
TIONS
The experimentation process involved select-
ing and engineering relevant features, training 
and tuning a decision tree classifier, and evalu-
ating its performance using accuracy and 
confusion matrix metrics. The results show 
that the decision tree classifier was effective in 
detecting phishing websites, achieving a high 
accuracy and a balanced precision and recall.
Observations from the study suggest that 
features related to the URL, such as the length 
and presence of certain characters, were partic-
ularly informative in predicting phishing 
websites. Additionally, the age of the domain 
and the presence of certain keywords in the 
domain name were also useful features.
Further research could explore the use of more 
advanced machine learning algorithms, such as 
neural networks, for detecting phishing 
websites. Additionally, the effectiveness of the 
model could be evaluated on different datasets 
to test its generalizability.

only detect known phishing websites and is 
unable to detect new or unknown phishing 
websites.

Machine learning-based approaches have been 
proposed as a more effective way to detect 
phishing websites. These approaches involve 
training a machine learning model on a dataset 
of known legitimate and phishing websites and 
then using the model to predict the legitimacy 
of new websites. Some of the machine learning 
algorithms used for phishing detection include 
logistic regression, support vector machines 
[8], and neural networks [7].

Compared to these existing machine learn-
ing-based approaches, our proposed approach 
using decision trees [2] offers several advan-
tages. First, decision trees are easy to interpret 
and visualize, making it easier for security 
professionals to understand how the model is 
making its predictions [2]. Second, decision 
trees can handle both categorical and numeri-
cal features, which is important given the 
variety of features that can be used to detect 
phishing websites [2]. Third, decision trees can 
handle missing or invalid values in the dataset, 
which is a common issue in real-world datasets 
[2].

In addition, our approach has several unique 
features that set it apart from existing 
techniques. First, we extracted a set of relevant 
features from the Phishing Websites Features 
document [2], which allowed us to focus on the 
most important features for detecting phishing 
websites. Second, we preprocessed the feature 
names to remove any non-alphanumeric 

characters, which simplified the data cleaning 
process. Finally, we used data visualization 
techniques to gain insights into the dataset and 
to communicate the results of the model to 
non-technical stakeholders [2].

Overall, our proposed approach using decision 
trees [2] offers a promising solution for detect-
ing phishing websites that are both effective 
and easy to interpret.

2.3. METHODOLOGY

2.3.1. Data Collection and Preprocessing
In the data collection and preprocessing stage, 
the dataset is obtained from the UCI Machine 
Learning Repository, which is a reliable source 
of machine learning datasets. The dataset is in 
a raw format, which means it needs to be 
processed before it can be used for analysis. 
The preprocessing steps include identifying 
and removing missing values, checking for 
outliers, and transforming the data to a usable 
format. For example, the binary label indicat-
ing whether a website is a phishing website or 
not is converted to a numeric format (0 or 1) so 
that it can be used by the decision tree classifi-
er [2].

Fig 1. Count of legitimate and phishing 
website

1.    Introduction

1.1. Background and Motivation
Phishing attacks are a serious threat to online 
security, with the potential to cause significant 
financial and personal harm to users. Phishing 
attacks involve the use of deceptive emails or 
websites that are supposed to trick victims into 

divulging sensitive information such as 
passwords, credit card numbers, or sensitive 
personal details. These attacks are becoming 
increasingly complex and difficult to detect, 
making it crucial to develop effective 
techniques for identifying and preventing them 
[1].

1.2. Problem Statement
The problem addressed in this study is the 
detection of phishing websites using machine 
learning algorithms. The study aims to develop 
a decision tree classifier that can accurately 
classify websites as legitimate, or phishing 
based on their features.

1.3. Aims
The study aims to answer the following 
research questions:

1.3.1. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.2. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.3. What steps can individuals and 
organizations take to better protect them-
selves against phishing attacks, based on 
the findings of this study?

1.4. Contribution and Scope
The contribution of this study is the develop-
ment of a machine learning approach to detect-
ing phishing websites, which can be used to 
improve online security. The study's scope is 
limited to using a decision tree classifier to 
analyze the dataset, and the results may not be 
generalizable to other machine learning 
algorithms.

2.  Related Work

2.1. Literature Review

Phishing attacks have become a major concern 
in recent years, as they pose a serious threat to 
online security. Phishing is a type of social 
engineering attack in which attackers use 
fraudulent emails, websites, or other means to 
trick users into disclosing sensitive informa-
tion such as login credentials, credit card 
numbers, or personal information [1]. Accord-
ing to a report by the Anti-Phishing Working 
Group, there were 266,387 phishing attacks 
reported in the first quarter of 2021 alone [1]. 
These attacks not only compromise the privacy 
and security of individual users but also have 
significant economic consequences for 
businesses and organizations. To address this 
growing threat, researchers have developed a 
variety of phishing detection techniques, 
ranging from heuristic-based approaches to 
machine learning-based approaches. Heuris-
tic-based approaches rely on predefined rules 
or heuristics to identify phishing websites, 
such as checking for suspicious URLs or 
mismatched domain names. While these 
approaches can be effective in some cases, 
they are limited by their inability to adapt to 
new and evolving phishing tactics. Machine 
learning-based approaches, on the other hand, 
offer a more flexible and adaptable solution to 
phishing detection. These approaches use 
algorithms that can learn from data to automat-
ically identify phishing websites. In recent 
years, researchers have explored various 
machine learning techniques for phishing 
detection, including decision trees, random 
forests, neural networks, and support vector 
machines.

Decision trees are a popular machine learning 

prioritization, leave no stone unturned. 
Conduct a meticulous scan of every 
component within the system.

4. Effective Reporting: Establish a stream-
lined reporting mechanism to promptly 
communicate any ambiguities or concerns 
to higher-level staff.

5. Vulnerability Assessment and Ticket 
Assignment: Assess the vulnerabilities 
discovered and assign tickets based on the 
level of risk acceptance and urgency.

6. Solution Verification and Remediation: 
Verify the effectiveness of applied 
solutions and ensure they successfully 
mitigate the identified vulnerabilities.

7. Continuous Improvement: Embrace an 
iterative approach by repeating the 
improvement cycle to enhance the assess-
ment process continually.

   

2.1    How  AI  can  be  used  for  Vulnerability
Security vulnerabilities encompass various 
flaws and weaknesses found within informa-

tion technology and its associated products, 
spanning across different levels and compo-
nents of an information system. These 
deficiencies directly impact the smooth opera-
tion of the entire information system. When 
maliciously exploited, they can gravely 
compromise the integrity, confidentiality, and 
availability of the system. Consequently, the 
study of security vulnerabilities stands as a 
fundamental aspect within the realm of infor-
mation security research [11]. In light of the 
escalating complexity of cyber threats, 
traditional security techniques are no longer 
sufficient to safeguard against these 
ever-evolving risks. Consequently, businesses 
are turning to artificial intelligence (AI) to 
bolster their cybersecurity strategies. AI offers 
enhanced capabilities for detecting and 
responding to threats, bolstering vulnerability 
management, and improving compliance and 
governance practices. By leveraging AI 
technologies such as machine learning, natural 
language processing, behavioral analytics, and 
deep learning, organizations can fortify their 
cyber defenses and shield themselves against a 
wide array of cyber threats, including malware, 
phishing attacks, and insider threats. AI has 
numerous applications in the cyber security 
industry, including [10].

2.1.1. Threat Detection and Response
AI plays a pivotal role in cyber security by 
enabling efficient threat detection and 
response. By leveraging machine learning 
techniques and natural language processing, 
organizations can analyze vast amounts of data 
to identify patterns and anomalies indicative of 
cyber threats. Intrusion detection systems 



proposed approach by incorporating additional 
features and using more advanced machine 
learning techniques. Additionally, the 
proposed approach can be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection. 
Further research can also explore the use of 
ensemble methods and deep learning 
techniques for identifying phishing attacks.
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1.  Introduction

 Cyber security is the safety of 
records/statistics, property, services, and 
systems of cost to reduce the possibility of 
loss, damage/corruption, compromise, or 

misuse to a stage commensurate with the cost 
assigned. As time-sharing structures emerged 
within the mid to past-due 1960s and more 
than one job and users have been capable of 
running on equal time, controlling the get 
admission to the facts in the system became a 
primary point of the subject. One answer that 

turned into used become to manner categorized 
statistics one degree at a time and "sanitize" the 
device after the jobs from one stage have been 
run and earlier than the jobs for the subsequent 
stage were run. This approach to pc protection 
became referred to as durations processing 
because the jobs for every level had been all 
run over their particular length of the day. This 
becomes an inefficient manner to use the 
device, and an effort changed into made to 
locate greater green software solutions to the 
multilevel security problem. Another approach 
is including extra functions or mechanisms in a 
laptop gadget another manner of enhancing 
laptop security. The mechanisms offered in this 
phase are grouped into authentication mecha-
nisms, get admission to control and inference 
manipulation. The other approach to improv-
ing the safety of a system is to difficulty the 
system to rigorous warranty strategies on the 
way to increase one's self-belief that the 
system will perform as preferred. Among those 
strategies are penetration analysis, formal 
specification and verification, and covert 
channel evaluation. None of these techniques 
assure a stable system. The best boom is one's 
self-belief inside the protection of the gadget 
[1].

During the Initial Response, the gathering of 
data regarding the incident that began inside 
the previous section maintains. The goal is to 
accumulate enough data to allow the formula 
of an adequate response method in the next 
step. Typically, the data this is amassed in this 
step includes interviews of any individuals 
concerned in reporting the suspected incident, 
and available network surveillance logs or IDS 

reviews, which can suggest that an incident 
took place. The aim of the formulation of the 
response strategy is "thinking about the totality 
of the occasions" that surround the incident. 
These occasions include the criticality of the 
affected systems or statistics, what sort of 
attacker is suspected, and what the overall 
harm would possibly amount to. A business 
enterprise's response posture, which defines its 
coverage concerning the response to pc protec-
tion incidents, might also have a big effect on 
the choice of a reaction method. During the 
research of the incident, exceptional varieties 
of proof relevant to the incident, e.g. Host- or 
network-based proof, are accumulated with the 
purpose to reconstruct the occasions that 
comprise the computer protection incident. 
This reconstruction ought to provide reasons 
for what came about, when, how, or why it 
occurred, and who is accountable. To gain this, 
an investigation is usually divided into two 
steps: Data Collection and Data Analysis. The 
cause of the Resolution section is to take the 
right measures to contain an incident, remedy 
the underlying troubles that brought on the 
incident, and take care that a similar incident 
will now not occur once more. All the import-
ant steps completed must be taken and their 
progress supervised to verify that they may be 
powerful. Adjustments to the affected systems 
must be best completed after amassing viable 
evidence, otherwise, that evidence is probably 
lost. After the resolution of the incident is 
entire, it may be necessary to update protection 
rules or the IR techniques, if the reaction to the 
incident uncovered a weak spot in contempo-
rary exercise [2].

Artificial intelligence in cyber security is 
beneficial as it improves how safety profes-
sionals examine, look at, and understand 
cybercrime. It complements the cyber protec-
tion technology that businesses use to fight 
cybercriminals and assist keep groups and 
customers secure. On the opposite hand, artifi-
cial intelligence can be very aid extensive. It 
may not be sensible in all applications. More 
importantly, it can also serve as a new weapon 
inside the arsenal of cybercriminals who use 
the generation to hone and enhance their cyber 
attacks. Synthetic intelligence in cyber security 
is beneficial as it improves how safety profes-
sionals examine, look at, and understand 
cybercrime. It complements the cyber protec-
tion technology that businesses use to fight 
cybercriminals and assist keep groups and 
customers secure. On the opposite hand, artifi-
cial intelligence can be very aid extensive. It 
may not be sensible in all applications. More 
importantly, it can also serve as a new weapon 
inside the arsenal of cybercriminals who use 
the generation to hone and enhance their cyber 
attacks. Artificial intelligence is a developing 
area of interest and investment in the cyber 
protection community. Let's hash it out. How 
artificial intelligence cyber security features 
improve digital safety ideally, if you're like 
many modern-day corporations, you have 
more than one tier of protection in location — 
perimeter, community, endpoint, software, and 
statistics security measures. For example, you 
could have hardware or software firewalls and 
network security answers that track and deter-
mine which network connections are allowed 
and block others. If hackers make it past these 
defenses, then they'll be up against your antivi-

rus and antimalware solutions. Then possibly 
they'll face your intrusion detection/intrusion 
prevention answers (IDS/IPS), and many 
others [3].

Not a lot of scarce literary resources describing 
attempts to apply Artificial Intelligence strate-
gies in Incident Handling, however, based on 
our enjoyment of the introduction of Artificial 
Intelligence strategies in Tactical, and particu-
larly, Operational Cyber Intelligence, we've 
got come to the conclusion that gift the primary 
characteristic of Artificial Intelligence in 
Incident Handling can be fixing a category 
challenge, i.e. The unambiguous reference of 
the modern-day incident to one of the elements 
of the Classification Scheme, where for every 
element applicable techniques and workflows 
have been developed [4].

For the long term, the IR technique has been 
driven and completed with the aid of people. 
Automation in the execution of cyber attacks 
has significantly expanded the tempo with 
which assaults are now carried out, making it 
difficult for human analysts to follow. Alert 
fatigue is a commonplace problem among 
safety teams that are overwhelmed with the aid 
quantity and pace of in recent times automated 
cyber assaults. AI rises as a method to address 
this problem, being already gifted within the 
discipline of cyber security, both in literature 
and security products. AI is also used as an 
offensive device for carrying out cyber 
assaults, leading to the necessity of leveraging 
AI for protection as a way of tackling the speed 
and volume of such assaults. It is equally 
important, even though, to not forget the AI it 

as a goal for the cyber attack. For the long 
term, the IR technique has been driven and 
completed with the aid of people. Automation 
in the execution of cyber attacks has signifi-
cantly expanded the tempo with which assaults 
are now carried out, making it difficult for 
human analysts to follow. Alert fatigue is a 
commonplace problem among safety teams 
that are overwhelmed with the aid quantity and 
pace of in recent times automated cyber 
assaults. AI rises as a method to address this 
problem, being already gifted within the 
discipline of cyber security, both in literature 
and security products. AI is also used as an 
offensive device for carrying out cyber 
assaults, leading to the necessity of leveraging 
AI for protection as a way of tackling the speed 
and volume of such assaults. It is equally 
important, even though, to not forget the AI as 
a goal for cyber attack [5].

2.  Vulnerability Assessment

In the contemporary interconnected and 
digitized world, the cybersecurity landscape 
has grown increasingly intricate and sophisti-
cated. Organizations now confront a myriad of 
perils posed by cyber criminals who exploit 
vulnerabilities in their systems and networks, 
aiming to illicitly access sensitive information, 
disrupt operations, or inflict financial losses. 
To confront and mitigate these risks, organiza-
tions employ a range of security measures, 
among which vulnerability assessment emerg-
es as a pivotal component of their comprehen-
sive cybersecurity and incident response strate-
gies. Undoubtedly, vulnerability assessment 
assumes paramount importance within the 

realm of cybersecurity administration. It 
entails the meticulous identification of vulner-
abilities present in software and systems, 
constituting a proactive process of scanning 
and scrutinizing potential targets and emerging 
threats with the aim of averting malicious 
attacks [6]. The domain of Vulnerability 
Assessment has reached a considerable level of 
maturity; however, keeping up with the wide 
range of computing and digital devices requir-
ing scrutiny poses a significant challenge [7]. 
This practice revolves around a methodical 
approach to pinpointing and assessing vulnera-
bilities existing within an organization's IT 
infrastructure, applications, and systems. It 
encompasses proactive scanning, testing, and 
analysis of potential weaknesses that may be 
exploited by malicious individuals. Conven-
tional approaches to vulnerability assessment 
have predominantly relied on manual 
techniques and static rule-based systems, 
which frequently struggle to match the pace of 
the evolving threat landscape and the relentless 
growth in both the volume and intricacy of 
vulnerabilities [8]. The advent of artificial 
intelligence (AI) has brought about a transfor-
mative shift in the realm of cybersecurity, 
encompassing vital aspects such as vulnerabili-
ty assessment and incident response. AI 
introduces fresh capabilities and efficiencies 
that hold the potential to greatly enhance the 
effectiveness and efficiency of these pivotal 
security processes. Through harnessing 
machine learning algorithms, natural language 
processing (NLP), and deep learning method-
ologies, AI-powered vulnerability assessment 
empowers organizations to identify, analyze, 
and address vulnerabilities in a more proactive, 

precise, and timely manner. As highlighted by 
Cybersecurity Ventures, a staggering 111 
billion lines of new software code are generat-
ed worldwide on an annual basis (Ventures, 
2017). By employing automated mechanisms 
to aid in vulnerability detection prior to system 
deployment, product teams can dedicate more 
attention to feature development and perfor-
mance enhancement. The proliferation of 
devices and applications being deployed 
presently not only amplifies the risks associat-
ed with networked systems but also furnishes a 
rich trove of training data for utilization in 
conjunction with artificial intelligence 
techniques [9]. The role of AI in vulnerability 
assessment assumes a multifaceted nature [10].

a) Artificial intelligence (AI) possesses the 
ability to automate and streamline the 
entire vulnerability assessment process, 
mitigating the need for manual efforts and 
empowering security teams to focus on 
tasks of greater value. Through the utiliza-
tion of machine learning algorithms, AI 
can analyze extensive datasets comprising 
system logs, network traffic, and historical 
vulnerability information. This analysis 
facilitates the identification of patterns 
and anomalies that may signify potential 
vulnerabilities. Furthermore, AI can 
continuously learn and adapt to emerging 
threats and attack techniques, thereby 
bolstering the overall resilience of the 
vulnerability assessment process.

b) AI serves as a catalyst for more advanced 
and sophisticated vulnerability detection 
and analysis. Leveraging deep learning 
techniques, such as Convolution Neural 

Networks (CNNs), Recurrent Neural 
Networks (RNNs), and Generative Adver-
sarial Networks (GANs), AI models can 
extract insightful information from 
complex datasets, including unstructured 
sources like security reports, blogs, and 
research papers. This capability empowers 
organizations to identify previously 
unknown vulnerabilities and effectively 
detect emerging threats.

c) AI-based vulnerability assessment signifi-
cantly contributes to incident response by 
expediting the identification of vulnerabil-
ities with greater accuracy. Consequently, 
security teams can allocate resources and 
prioritize tasks accordingly. By reducing 
the time between vulnerability detection 
and remediation, organizations can 
substantially diminish their exposure to 
potential attacks and minimize the impact 
of security incidents.

Below is a diagram illustrating the vulnerabili-
ty management life cycle, outlining the 
optimal steps to assess vulnerabilities within a 
system:

1. Identify and Uncover Neglected Devices 
and Assets: Thoroughly examine the 
network to identify any devices or assets 
that may have been overlooked or forgot-
ten.

2. Prioritize and Sequence Assets: Evaluate 
the importance and value that each asset 
contributes to the company, and prioritize 
them accordingly.

3. Comprehensive Scanning: Even after 

powered by AI algorithms monitor network 
traffic, detecting trends and abnormalities that 
may signify a security breach. Additionally, 
AI-driven cyber threat hunting helps uncover 
and track advanced persistent threats (APTs) 
lurking within networks. Predictive analytics 
further empowers organizations to proactively 
identify and address potential threats before 
they materialize, bolstering proactive defense 
strategies [10].

2.1.2. Vulnerability Management
AI is instrumental in effective vulnerability 
management, offering robust solutions for 
vulnerability scanning and prioritization. 
AI-enabled tools assist businesses in identify-
ing and prioritizing issues that require remedi-
ation. Vulnerability management encompasses 
automating tasks such as penetration testing, 
security policy enforcement, and patch admin-
istration. Through AI, penetration testing can 
be automated, simulating attempts to exploit 
vulnerabilities and assessing the efficacy of 
existing security measures [10].

2.1.3. Compliance and Governance
AI finds valuable applications in ensuring 
compliance and governance within organiza-
tions. It aids in risk detection, monitoring 
adherence to regulations and policies, and 
enforcing compliance. For instance, AI 
automates compliance reporting and monitor-
ing, ensuring companies adhere to regulations 
like HIPAA and GDPR. By analyzing exten-
sive data sets, AI can assess risks, identify 
potential threats and weaknesses, and provide 
recommendations for suitable mitigation 
strategies. Furthermore, AI can automatically 

detect and prevent policy violations, ensuring 
policy compliance across the organization 
[11].

2.2.    Identifying Vulnerabilities
There are a lot of ways that we can use in order 
to automate the process of identifying the 
vulnerabilities. Some of these ways are listed 
and explained below:

2.2.1. Automated Code Analysis
Utilizing AI algorithms, software code can 
undergo comprehensive analysis to unveil 
potential vulnerabilities. This approach facili-
tates the early identification of vulnerabilities. 
Static analysis techniques examine code 
without executing it, seeking out known code 
patterns, unsafe practices, or insecure coding 
methodologies that may give rise to vulnerabil-
ities. Dynamic analysis techniques, on the 
other hand, involve executing the code in 
controlled environments, closely monitoring 
its behavior, and uncovering any security 
weaknesses. It's worth noting that dynamic 
analysis, in contrast to static analysis, conducts 
its evaluation during runtime on a live system. 
This entails executing the code with specific 
test cases to fulfill defined coverage criteria, 
albeit this process tends to be time-intensive 
[12].

2.2.2. Network Traffic Analysis
AI plays a pivotal role in scrutinizing network 
traffic data to discern anomalies or patterns 
that may indicate potential vulnerabilities. By 
monitoring the flow of network traffic, AI 
algorithms can identify suspicious activities 
like port scanning, atypical packet behaviors, 

or attempted network intrusions. The surge in 
network traffic coupled with the evolution of 
artificial intelligence necessitates novel 
approaches to intrusion detection, malware 
behavior analysis, and the categorization of 
internet traffic and other security aspects. 
Machine learning (ML) exhibits impressive 
capabilities in addressing these network-relat-
ed challenges [13].

2.2.3. Vulnerability Scanning
vulnerability scanners can autonomously 
conduct comprehensive scans of systems, 
networks, or applications to unveil known 
vulnerabilities. These scanners harness AI 
techniques to compare the gathered data 
against established vulnerability databases, 
exploit frameworks, or attack signatures, 
discerning the presence of any vulnerabilities 
[14].

1.1.4. Behavior Monitoring and Anomaly 
Detection
AI algorithms possess the ability to learn and 
understand typical system or user behaviors, 
allowing them to identify deviations that could 
potentially indicate vulnerabilities. Through 
the analysis of system logs, user activities, or 
system behaviors, AI systems have the capaci-
ty to detect anomalies that may serve as red 
flags for unauthorized access attempts, 
privilege escalation, or other security breaches 
[10].

1.1.5. Natural Language Processing (NLP)
Leveraging the power of NLP techniques, 
textual sources such as security advisories, 
vulnerability reports, or user feedback can 

undergo thorough analysis. AI algorithms 
excel at extracting and scrutinizing pertinent 
information, recognizing vulnerability-specific 
keywords, and comprehending the contextual 
nuances surrounding reported vulnerabilities 
[10].

3.  Machine Learning-based 
Classification

Through the application of machine learning 
algorithms, datasets labeled with vulnerability 
information can serve as training material for 
code, network traffic, or system log classifica-
tion. These algorithms acquire the ability to 
discern whether a given instance is vulnerable 
or non-vulnerable by assimilating patterns and 
indicators extracted from historical data. This 
knowledge empowers them to effectively 
identify new instances of vulnerabilities based 
on their learned expertise [10].

4.  DEEP LEARNING

Harnessing the potential of deep learning 
techniques, including convolutional neural 
networks (CNNs) and recurrent neural 
networks (RNNs), proves valuable in scruti-
nizing intricate and unstructured data to uncov-
er vulnerabilities. For instance, CNNs excel at 
processing images depicting software interfac-
es or network diagrams, while RNNs excel at 
analyzing sequences of events or logs, 
enabling the detection of vulnerability-related 
patterns [10].

5.  DATA FUSION
 
AI systems excel at merging data from diverse 
sources, such as vulnerability databases, 
security feeds, or system logs, to construct a 
comprehensive and holistic perspective of 
potential vulnerabilities. By correlating infor-
mation gleaned from these distinct sources, AI 
algorithms bolster the accuracy and depend-
ability of vulnerability identification, enabling 
more robust cyber security measures.

6.  Intrusion Detection And 
Prevention

Intrusion detection and prevention involve the 
continuous monitoring of system logs and also 
the network traffic to identify potential securi-
ty breaches. A crucial role in this process by 
collecting and analyzing large amounts of data 
in real-time is played by automated security 
tool. These tools employ various techniques 
such as signature-based detection, anomaly 
detection, and behavior-based analysis to 
identify suspicious activities or patterns that 
may indicate unauthorized access attempts or 
other security threats. However, despite the 
automation provided by these tools, the exper-
tise and judgment of human analysts remain 
essential. Human analysts are responsible for 
reviewing the findings and analysis generated 
by the automated systems. They assess the 
severity and context of the detected threats, 
investigate any false positives or false 
negatives, and determine the appropriate 
response strategy. Human analysts bring their 
knowledge, experience, and critical thinking 
skills to interpret the data, validate the 

findings, and make informed decisions about 
how to respond effectively to the detected 
threats [15].

While automation streamlines the detection 
process and provides initial insights, human 
analysts add a layer of intelligence and contex-
tual understanding that cannot be replicated by 
machines alone. Their involvement ensures 
that the response to detected threats is tailored 
to the specific circumstances, aligns with 
organizational policies and priorities, and 
minimizes the risk of false positives or unnec-
essary disruptions to legitimate network activi-
ties. Human analysts also play a crucial role in 
adapting the intrusion detection and prevention 
systems to evolving threats by continuously 
learning from new attack techniques and 
adjusting the system configurations according-
ly [15].

In this topic, we will explore the initial three 
subtopics: Network-based Intrusion Detection 
and Prevention (NIDP), Host-based Intrusion 
Detection and Prevention (HIDP), and Intru-
sion Detection and Prevention Systems 
(IDPS).

6.1 Network-based Intrusion Detection and 
Prevention (NIDP)
Network-based Intrusion Detection and 
Prevention (NIDP) entails the surveillance of 
network traffic to identify and respond to 
potential intrusions. NIDP utilizes various 
techniques to analyze packet-level data and 
identify abnormal or malicious behavior. A 
fundamental approach in NIDP is packet 
analysis, which involves scrutinizing network 

packet headers and contents to identify 
patterns or anomalies indicating potential 
intrusions. Common techniques employed in 
packet analysis include deep packet inspection 
(DPI) and protocol analysis [16].

Anomaly detection is another crucial aspect of 
NIDP, involving the establishment of baseline 
behavior for comparison against current 
network activity to identify deviations. Statisti-
cal methods, machine learning algorithms, and 
behavioral analysis are frequently employed in 
anomaly detection to identify anomalies. By 
comparing present network traffic patterns to 
historical data or predefined thresholds, NIDP 
systems can generate alerts or implement 
preventive measures [17].

Signature-based detection is a well-established 
technique in NIDP, which entails comparing 
network traffic against a database of known 
attack signatures. If a match is found, the 
system raises an alert. Although signa-
ture-based detection efficiently identifies 
known attacks, it may struggle with detecting 
novel or previously unseen attack patterns. To 
overcome this limitation, intrusion detection 
and prevention systems often combine signa-
ture-based detection with anomaly-based 
approaches for heightened security [18].

Network traffic monitoring is an integral part 
of NIDP, encompassing the collection and 
analysis of network flow data, including 
source and destination IP addresses, ports, 
protocols, and session duration. Through 
network flow analysis, security administrators 
can identify suspicious patterns such as abnor-

mal data volumes or unusual communication 
patterns. Network flow data can also be 
utilized to visualize network activity and detect 
patterns that may not be discernible through 
other analysis techniques [19].

6.2 Host-based Intrusion Detection and 
Prevention (HIDP)
Host-based Intrusion Detection and Prevention 
(HIDP) focuses on monitoring activities and 
events on individual hosts or endpoints to 
protect against internal network-based attacks. 
HIDP techniques provide detailed visibility 
into host-level activities, playing a vital role in 
safeguarding systems. Log analysis is a key 
component of HIDP, as system logs contain 
valuable information regarding host activities, 
including login attempts, file accesses, system 
calls, and configuration changes. Analyzing 
log files enables security analysts to identify 
suspicious or unauthorized activities. Auto-
mated log analysis tools aid in detecting 
patterns or events of interest, facilitating 
efficient intrusion detection [20].

System call monitoring is another important 
HIDP technique that involves capturing and 
analyzing system calls made by programs or 
processes running on a host. By monitoring 
system calls, HIDP systems can detect 
malicious or abnormal behavior, such as unau-
thorized access attempts, privilege escalation, 
or file manipulation. Anomalies detected 
through system call monitoring can trigger 
alerts or proactive measures to mitigate poten-
tial risks. File integrity checking is a mecha-
nism employed to ensure the integrity of 
critical system files. HIDP systems often main-

tain hash or checksum values for each file and 
periodically verify their integrity by recalculat-
ing the hash and comparing it with the stored 
value. The detection of discrepancies indicates 
potential file modifications or tampering, 
which could signify a security breach [21].

Behavior-based detection techniques in HIDP 
involve the continuous monitoring and analy-
sis of process and application behavior running 
on hosts. This approach focuses on identifying 
deviations from expected behavior patterns, 
allowing for the detection of abnormal or 
potentially malicious activities. In conclusion, 
NIDP, HIDP, and IDPS form essential subtop-
ics in intrusion detection and prevention. By 
utilizing techniques such as packet analysis, 
anomaly detection, signature-based detection, 
log analysis, system call monitoring, and 
behavior-based detection, organizations can 
enhance their ability to identify and prevent 
intrusions, safeguarding their networks and 
systems from malicious activities [22].

6.3    Intrusion Detection and Prevention 
Systems (IDPS)
Intrusion Detection and Prevention Systems 
(IDPS) play a vital role in the identification 
and response to intrusions in computer 
networks and systems. These systems are 
designed to continuously monitor network 
traffic, host activities, and system logs, offer-
ing real-time capabilities for detecting and 
preventing threats. IDPS can operate in differ-
ent modes, including network-based, 
host-based, or a combination of both, to 
provide comprehensive security coverage. 
IDPS are built on a combination of technolo-

gies, methodologies, and algorithms to recog-
nize and mitigate security threats. To find 
malicious actions and potential vulnerabilities, 
they use cutting-edge detection techniques like 
signature-based detection, anomaly detection, 
and behavior-based analysis. [23].

Signature-based detection in IDPS involves 
comparing network traffic, host data, or system 
logs against known attack signatures or 
patterns. These signatures are derived from 
previously identified and documented 
malicious activities. If a match is found, the 
IDPS generates an alert, enabling security 
personnel to take appropriate actions. Signa-
ture-based detection is effective in identifying 
known attacks but may face challenges in 
detecting new or unknown attacks that lack 
pre-existing signatures. Anomaly detection is 
another essential component of IDPS. This 
technique involves establishing a baseline of 
normal behavior for the network or host and 
comparing ongoing activities against this 
baseline. Any deviation or anomaly from the 
established norm may indicate a potential 
intrusion. Anomaly detection algorithms 
utilize statistical methods, machine learning, 
and behavioral analysis to identify unusual 
patterns, network traffic spikes, or abnormal 
system behavior. By generating alerts based on 
detected anomalies, IDPS can aid in the detec-
tion of previously unseen or evolving threats. 
Behavior-based analysis is a proactive 
approach employed in IDPS to identify 
malicious activities based on the observed 
behavior of network traffic, applications, or 
system processes. By analyzing the sequence 
of actions, resource access patterns, or commu-

nication behavior, IDPS can detect deviations 
from expected behavior and raise alerts. 
Behavior-based analysis is particularly effec-
tive in detecting sophisticated attacks that may 
evade signature-based detection [24].

Apart from detection, IDPS also prioritize 
prevention and response. When a potential 
intrusion or suspicious activity is detected, 
IDPS can take various actions to prevent 
further harm or reduce the impact. These 
actions may involve blocking network traffic, 
isolating compromised hosts, resetting user 
sessions, or notifying security personnel for 
further investigation. IDPS can also integrate 
with other security systems, such as firewalls, 
to automatically enforce access control 
policies or update rule sets to enhance overall 
security.

6.4.    AI and Intrusion Detection and Preven-
tion
AI can augment the capabilities of human 
analysts and traditional security tools in sever-
al ways. Here are some examples:

6.4.1. Real-time monitoring
AI algorithms can analyze network traffic and 
system logs in real-time, allowing them to 
quickly identify and respond to potential 
threats. This is particularly useful in large or 
complex networks, where it may be difficult 
for human analysts to keep track of all the 
activity. AI can also flag potential threats that 
might otherwise go unnoticed by human 
analysts, such as low-level attacks that are 
designed to evade detection [25].

6.4.2. Anomaly detection
 AI can be trained to recognize normal patterns 
of network activity, and to flag any deviations 
from these patterns that might indicate the 
presence of a cyber threat. For example, AI can 
detect unusual login activity, identify attempts 
to exploit known vulnerabilities and alert 
security teams to potential threats that might 
otherwise go unnoticed. By detecting potential 
threats at an early stage, AI can help to 
minimize the damage caused by a cyber-attack 
[26].

6.4.3. Automated response
Automated response in cyber security refers to 
the use of AI-powered tools and algorithms to 
automatically perform certain actions in 
response to detected threats or security 
incidents. These automated actions help to 
prevent the spread of cyber-attacks and 
mitigate their impact. Let's explore an example 
to better understand how automated response 
works. Imagine a large organization with a 
sophisticated AI-powered intrusion detection 
system in place. This system continuously 
monitors the network for any suspicious activi-
ties or potential cyber threats. One day, the 
intrusion detection system identifies a series of 
network packets exhibiting patterns indicative 
of a DDoS (Distributed Denial of Service) 
attack. Upon detecting this potential threat, the 
AI-powered security tool automatically 
springs into action. It analyzes the incoming 
network traffic, identifies the malicious 
packets, and determines the best course of 
action to mitigate the attack. In this case, the AI 
system decides to block the IP addresses 
associated with the attacking packets. Using its 

automated response capabilities, the AI tool 
sends instructions to the organization's 
network infrastructure, specifically the 
firewalls or routers. These instructions result in 
the immediate blocking of the identified IP 
addresses, effectively stopping the malicious 
traffic from reaching the organization's 
network resources. Simultaneously, the AI 
system also initiates actions to isolate any 
infected systems within the organization's 
network. It identifies the compromised devic-
es, such as computers or servers that may be 
participating in the DDoS attack, and quaran-
tines them from the rest of the network. By 
isolating the infected systems, the AI tool 
prevents the attack from spreading further and 
causing additional damage to other network 
components [27].

In this scenario, the automated response 
capabilities provided by AI-powered security 
tools play a vital role in containing and mitigat-
ing the DDoS attack. By automatically block-
ing suspicious traffic and isolating infected 
systems, the AI system helps prevent the attack 
from disrupting the organization's network 
services and causing significant downtime. 
Furthermore, by automating these routine 
response tasks, the AI system reduces the 
workload on human analysts. Instead of spend-
ing time manually identifying and blocking 
malicious traffic, analysts can focus on more 
complex and strategic security tasks, such as 
investigating the root cause of the attack, 
identifying potential vulnerabilities, or 
fine-tuning the AI system's response 
algorithms.

Overall, the example highlights how automat-
ed response, facilitated by AI, can enhance an 
organization's ability to respond quickly and 
effectively to cyber threats. By leveraging AI's 
speed and precision, organizations can reduce 
response times, minimize the impact of 
attacks, and improve the efficiency of their 
security operations [28].

6.4.4. Predictive analysis
AI can also be used for predictive analysis, 
which involves using historical data to identify 
potential future threats. By analyzing patterns 
and trends in network activity over time, AI 
algorithms can identify potential vulnerabili-
ties and anticipate potential threats before they 
occur. This can help organizations to proac-
tively mitigate these threats before they can 
cause any damage.

However, it's important to remember that AI is 
not a panacea for all cyber security challenges, 
and it should be used in conjunction with other 
tools and techniques. For example, AI 
algorithms may not be able to detect advanced 
persistent threats (APTs) or zero-day vulnera-
bilities, which require human expertise and 
intuition to identify. Additionally, AI 
algorithms may be susceptible to false 
positives or false negatives, which can lead to 
unnecessary alerts or missed threats [29].

7.  Incident Response

Although they use different process methodol-
ogies, incident response and computer foren-
sics have similar goals. While both situations' 
primary goals are to investigate computer 

security incidents and contain their effects, 
incident response is more focused on bringing 
things back to normal while computer foren-
sics is more focused on producing evidence 
that can be used in court. 

An organization's response to improper or 
undesirable behavior using a computer or 
network component is known as an incident 
response. A methodical and well-planned 
approach should be employed to react rather 
than being caught off guard and launching a 
disorderly and potentially disastrous response. 
As a result, events are typically handled by a 
team known as the Computer Security Incident 
Response Team, or CSIRT, which is made up 
of individuals who possess the various certifi-
cations required for the response procedure 
[30].

7.1. Real time analysis of security events
The gathering, storing, and analyzing of all 
data relating to the incident that has occurred 
or is still occurring is one of the key activities 
in dealing with cyber security incidents [31].

Detecting security threats in real time is the 
responsibility of the security operations centre 
(SOC), a centralised organisation. It is an 
essential part of a CSIRT (Corporate Security 
Incident Response Team). A key piece of 
technology used in SOCs, SIEM systems 
collect security events from various sources 
within enterprise networks, normalise the 
events to a standard format, store the 
normalised events for forensic analysis, and 
correlate the events to detect malicious activi-
ties in real time. The authors of this essay 

emphasise the critical role SIEM systems play 
for SOCs, address current operational barriers 
to properly employing SIEM systems, and 
identify upcoming technical problems that 
SIEM systems will need to overcome to 
remain relevant [32].

7.2.    Automated Incident Triage
Recent years have seen a dramatic rise in the 
number of computer security incidents across 
all industries. Even small businesses suffer 
significant financial and reputational losses as 
a result of these accidents. Naturally, there has 
been a rise in demand for incident management 
relating to computers. Today, incident handling 
is still a challenging job that is primarily 
carried out by human expert teams. It is 
exceedingly expensive to retain such a team on 
call around-the-clock, especially in large 
organizations with extensive networks. Conse-
quently, it is highly desirable to have automat-
ed incident handling. It was extremely difficult 
to automate this process due to its complexity 
and reliance on humans [33]. 

Data triage is used by Security Operation 
Centers to separate the real "signals" from a lot 
of noisy alerts and "connect the dots" to answer 
some higher-level questions about the activi-
ties of the attack. This work intends to natural-
ly produce information emergency robots 
straightforwardly from network safety investi-
gators' activity follows. Data triage automatons 
that are currently in use, such as SIEMs and 
Security Information and Event Management 
systems (SIEMs), require expert analysts to 
dedicate time and effort to the creation of event 
correlation rules [34].

7.3.    Role of AI in Incident Response 
Artificial intelligence (AI) has a significant 
role to play in incident response, particularly in 
the early detection and rapid response to 
security incidents. AI-powered systems can 
monitor and analyze vast amounts of data and 
quickly identify anomalous behaviors or 
patterns that may indicate a potential security 
breach.

Here are some ways in which AI can help with 
incident response:

7.3.1. Early detection 
Early detection is a crucial aspect of cyber 
security as it allows organizations to identify 
potential threats and take proactive measures 
to mitigate them. Artificial Intelligence 
(AI)-powered systems play a significant role in 
enhancing early detection capabilities by 
monitoring network traffic, endpoints, and 
critical infrastructure for any signs of unusual 
activity or behavior. AI-powered systems 
leverage advanced algorithms and machine 
learning techniques to analyze vast amounts of 
data in real-time. By establishing a baseline of 
normal network behavior, these systems can 
identify anomalies that may indicate the 
presence of a threat. These anomalies could be 
deviations from typical patterns, such as unex-
pected network traffic spikes, unauthorized 
access attempts, or unusual data transfers. One 
of the significant advantages of AI-powered 
systems is their ability to detect threats that 
may go unnoticed by human analysts. While 
human analysts play a critical role in cyberse-
curity, they are limited by their capacity to 
process large volumes of data and to recognize 

subtle patterns or anomalies. AI systems, on 
the other hand, can analyze massive amounts 
of data quickly and efficiently, allowing them 
to identify potential threats in near real-time. 
To achieve early detection, AI systems employ 
various techniques. One common approach is 
anomaly detection, where AI algorithms learn 
from historical data to establish normal 
patterns of network behavior. They then 
continuously monitor incoming data and 
compare it to the established baseline. Any 
deviation from the norm triggers an alert, 
indicating a potential security threat. Another 
technique used by AI-powered systems is 
behavioral analysis. These systems monitor 
and analyze the behavior of endpoints, such as 
individual devices or users, to identify any 
abnormal activities. By learning from histori-
cal data and establishing typical user behav-
iors, AI algorithms can identify behavior that 
deviates from the norm, which may suggest 
malicious intent or compromised endpoints 
[35].

7.3.2. Rapid response
AI systems play a crucial role in alerting 
security teams to potential security incidents, 
enabling them to respond promptly and 
mitigate the impact of the incident. Through 
continuous monitoring and analysis of network 
traffic, endpoints, and critical infrastructure, 
AI-powered systems can quickly identify 
anomalies and suspicious activities that may 
indicate a security breach or cyber attack. 
When an AI system detects unusual activity or 
behavior, it generates an alert that is immedi-
ately relayed to the security team. These alerts 
serve as early warnings, providing crucial 

information about potential threats before they 
can cause significant harm. By leveraging 
advanced algorithms and machine learning 
techniques, AI systems can differentiate 
between normal and abnormal patterns, 
helping to identify potential security incidents 
in real-time. The quick alerting capability of AI 
systems is beneficial for several reasons. First, 
it allows security teams to respond swiftly, 
minimizing the time window for attackers to 
exploit vulnerabilities or escalate their activi-
ties. By receiving alerts in near real-time, 
security professionals can take immediate 
action to investigate and contain the incident, 
preventing further compromise of systems and 
data. Second, early detection and rapid 
response help mitigate the impact of security 
incidents. By identifying threats at an early 
stage, organizations can limit the potential 
damage caused by unauthorized access, data 
breaches, or malicious activities. Security 
teams can implement appropriate countermea-
sures, such as isolating affected systems, 
blocking malicious traffic, or initiating 
incident response protocols to contain and 
mitigate the incident swiftly [36].

7.3.3. Automated investigation
AI can help automate the process of investigat-
ing security incidents. This can help reduce the 
time and resources required to identify and 
remediate security issues.

7.3.4. Threat intelligence
AI can analyze vast amounts of threat intelli-
gence data and provide insights into emerging 
threats and vulnerabilities. This can help 
security teams stay ahead of the curve and 

proactively address potential security risks.

7.3.5. Behavioral analysis 
AI can analyze user behavior and identify 
anomalous patterns that may indicate insider 
threats or other malicious activity [37].

8. Forensics Analysis

The development of digital technology over 
the past ten years has had a significant impact 
on our day-to-day lives and business practices. 
As a result, the digital forensics field will face 
numerous challenges as this evolution contin-
ues [38]. 

The goal of forensic analysis is to uncover and 
interpret evidence that can help investigators 
understand what happened, identify potential 
suspects or perpetrators, and provide evidence 
for use in court. Forensic analysts may work 
for law enforcement agencies, government 
agencies, or private companies, and their work 
may be used in criminal investigations, civil 
lawsuits, and other legal proceedings. There-
fore, Digital forensics is a complex and evolv-
ing field. To conduct effective forensic analy-
sis in cyber security, analysts must have a deep 
understanding of computer systems, network 
protocols, and cyber threats. They must also be 
familiar with the legal and regulatory require-
ments for handling digital evidence, as well as 
the ethical considerations involved in handling 
sensitive data [39].

9. How AI Can Assist in Foren-
sics Analysis

Compared to other application domains, digital 
forensics appears to have used automation and 
AI less frequently[40]. Artificial intelligence 
(AI) has the potential to significantly aid foren-
sic analysis in a number of ways. Here are a 
few instances:

9.1. Data Analysis
AI can analyze vast amounts of data collected 
during forensic investigations, including 
network traffic logs, system logs, and other 
digital evidence. With machine learning 
algorithms, AI can identify patterns and anom-
alies in the data, which may be indicative of a 
cyber attack or other malicious activity [37].

9.2. Image and Audio Analysis
 When it comes to image analysis, AI 
algorithms can be trained to identify and 
classify objects, faces, and other visual 
elements within images. By utilizing deep 
learning models and neural networks, AI can 
accurately detect and recognize specific 
objects or individuals. This capability proves 
invaluable in forensic investigations where 
identifying suspects or potential evidence is 
crucial. AI systems can rapidly process large 
volumes of images and flag relevant informa-
tion, significantly reducing the time and effort 
required for manual examination. Further-
more, AI can assist in facial recognition, 
comparing faces captured in images or video 
footage against databases of known individu-
als. This technology can help identify persons 
of interest or locate missing individuals by 
matching faces from surveillance footage, 
social media images, or other sources. AI-pow-
ered facial recognition systems have been 

instrumental in solving numerous criminal 
cases by linking suspects to evidence or estab-
lishing the presence of certain individuals at 
crime scenes. In the context of video analysis, 
AI algorithms can analyze video content to 
extract meaningful information. This includes 
tracking the movement of objects or individu-
als, detecting specific activities or behaviors, 
and identifying important events within the 
footage. AI can also perform forensic video 
enhancement, enhancing the quality of 
low-resolution or poorly captured videos to 
improve visibility and aid in identifying key 
details. These capabilities enable investigators 
to reconstruct events, identify patterns, and 
gather evidence from video recordings more 
efficiently [41].

9.3. Predictive Analytic
Predictive analytic is a type of data analysis 
that uses machine learning algorithms to 
analyze historical data and identify patterns 
and trends that can be used to predict future 
events. In the context of cyber security, predic-
tive analytic can be used to identify potential 
security threats or vulnerabilities by analyzing 
historical data from previous incidents. Predic-
tive analytic models driven by AI can examine 
a large amount of data from a variety of sourc-
es, including system logs, network traffic logs, 
and other digital evidence. The models can 
spot trends and oddities in the data that might 
point to a security risk, such a cyberattack 
attempt or a system weakness that could be 
used by hackers. By using these predictive 
models, security teams can be alerted to poten-
tial security breaches in real-time, allowing 
them to take proactive steps to prevent or 

mitigate the damage caused by a cyber attack. 
For example, if a predictive model identifies a 
potential threat in real-time, security teams can 
investigate the issue and take steps to prevent 
the attack before it causes any damage. The use 
of predictive analytics in cyber security can 
help organizations to stay ahead of potential 
security threats and to anticipate new attack 
methods, allowing them to implement proac-
tive security measures to prevent cyber attacks. 
Additionally, predictive analytic can be used to 
identify vulnerabilities in systems and applica-
tions, enabling organizations to take corrective 
action to secure their infrastructure and reduce 
the risk of a successful attack [42].

9.4. Natural Language Processing (NLP)
AI-powered NLP algorithms can analyze text 
data, such as emails, chat logs, and social 
media posts, to identify keywords or phrases 
that may be related to an incident. This can 
help investigators identify potential suspects or 
gain insights into the motives behind an attack 
[43].

9.5. Malware Analysis
 AI can help in analyzing malware by detecting 
and classifying malicious code. It can also 
identify patterns in the behavior of malware to 
help investigators identify its origin and the 
extent of the damage caused. The makers of the 
Magnet Axiom forensic examination tool, 
Magnet Forensics, included machine learning 
in their Magnet [44].

10.  Identifying The Source And 
Cause Of A Security Incident
Forensic analysis plays a critical role in deter-

mining the origin and cause of a security 
incident. It involves a systematic examination 
of digital evidence to understand what 
happened, how it occurred, who was responsi-
ble, and the extent of the damage [45]. Below 
are steps involved in conducting forensic 
analysis to identify the source and cause of a 
security incident:

1. Secure the Affected System: The initial 
step is to isolate and secure the affected 
system to prevent further harm or data 
loss. This may entail disconnecting the 
system from the network or taking it 
offline.

2. Document the Incident: Promptly docu-
ment the incident by taking comprehen-
sive notes, photographs, or videos of the 
affected system. Capture relevant infor-
mation like error messages, timestamps, 
or any unusual behavior observed.

3. Preserve Evidence: To maintain the integ-
rity of the evidence, create a forensic copy 
of the affected system's storage media. 
This involves making a bit-by-bit replica 
of the entire storage device or disk 
partition. The copy will be used for analy-
sis while leaving the original evidence 
untouched.

4. Conduct Initial Analysis: Analyze system 
logs, network traffic logs, firewall logs, 
intrusion detection system (IDS) logs, and 
other relevant data sources to gather initial 
information about the incident. Look for 
signs of unauthorized access, unusual 
activities, or anomalies.

5. Recover Deleted or Hidden Data: 

Employ forensic tools and techniques to 
recover deleted or concealed data that may 
provide valuable insights into the incident. 
This may involve examining temporary 
files, registry entries, or system artifacts 
that can shed light on the source and 
cause.

6. Perform Malware Analysis: If malware is 
suspected, conduct a detailed analysis of 
suspicious files or software. Use special-
ized tools to analyze the malware's behav-
ior, identify its characteristics, and deter-
mine its origin.

7. Network Traffic Analysis: Scrutinize 
network traffic logs, packet captures, or 
firewall logs to identify any suspicious or 
unauthorized network activity. Look for 
indicators of unauthorized access, data 
exfiltration, or communication with 
known malicious entities.

8. Timeline Reconstruction: Create a 
timeline of events based on the gathered 
evidence. This timeline should outline the 
sequence of actions leading up to and 
following the incident. It can help identify 
the initial compromise and the attacker's 
activities throughout the attack.

9. User and System Analysis: Analyze user 
accounts, system configurations, and 
access controls to identify potential 
vulnerabilities or weaknesses that may 
have been exploited during the incident. 
Look for signs of unauthorized access or 
privilege escalation.

10. Collaboration and Expert Consultation: 
In complex cases, collaborate with other 

experts such as network administrators, 
incident response teams, or law enforce-
ment agencies. Their expertise and 
resources can assist in the investigation 
and analysis process.

11. Report Findings: Prepare a detailed 
report summarizing the forensic analysis 
findings. Include a description of the 
incident, the methods used for analysis, 
the identified source and cause of the 
incident, and recommendations for 
preventing future incidents.

It's important to note that forensic analysis is a 
specialized field, and it is advisable to involve 
experienced professionals or a dedicated 
incident response team to ensure a comprehen-
sive and accurate investigation.

12.  Data Carving

Data carving is a fundamental technique 
employed in the field of digital forensics to 
retrieve fragmented or deleted files from 
storage media. It involves the identification 
and reconstruction of files based on their 
distinct signatures or patterns, circumventing 
the structure of the file system. Data carving 
proves particularly valuable when convention-
al file recovery methods are ineffective or 
when dealing with intentionally erased or 
damaged files [46].

The process of data carving entails scouring 
the raw binary data of a storage device in 
search of specific file headers, footers, or other 
data patterns. These patterns serve as indica-
tors suggesting the presence of a particular file 

type, such as documents, images, videos, or 
archives. By recognizing these signatures, data 
carving tools can extract and reconstruct files 
from the scattered or unallocated space on the 
storage medium [47].

Data carving algorithms typically function by 
scrutinizing the binary data and identifying 
distinct patterns or structures that signify the 
beginning and end of a file. Once a potential 
file is detected, the carving tool proceeds to 
extract the file by copying the corresponding 
data blocks into a separate file, ultimately 
generating a reconstructed version of the 
original file. One of the primary challenges 
encountered in data carving involves handling 
fragmented files. Due to factors like partial 
overwriting or deletion, files on a storage 
device are often stored in non-contiguous 
clusters or sectors. Data carving algorithms 
must possess the ability to identify and assem-
ble these dispersed fragments in order to 
accurately reconstruct the complete file [48].
Another obstacle involves the potential occur-
rence of false positives or false negatives 
during the data carving process. False positives 
arise when the carving tool incorrectly identi-
fies non-file data as a file, which can lead to the 
recovery of irrelevant or corrupted data. 
Conversely, false negatives occur when a 
carving tool fails to identify and recover a valid 
file.To enhance the accuracy and efficiency of 
data carving, a range of techniques and heuris-
tics have been developed. These include 
advanced signature matching algorithms, file 
format-specific carving, entropy analysis, and 
error correction mechanisms [49].
Data carving plays a critical role in digital 

forensics, enabling investigators to retrieve 
valuable evidence from storage media, even in 
cases where the file system has been compro-
mised or intentionally tampered with. It is an 
indispensable tool in investigations related to 
cyber crime, data breaches, intellectual proper-
ty theft, and other digital offenses [50].

12.   CONCLUSION
The role of artificial intelligence (AI) in cyber 
security and incident response is constantly 
evolving and holds great potential for future 
developments. Looking ahead, the future of 
cyber security will likely be shaped by emerg-
ing technologies such as quantum computing, 
5G networks, and the increasing integration of 
AI and automation. These advancements bring 
new opportunities but also introduce novel 
security risks and challenges that will require 
proactive measures and innovative solutions.
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technique for phishing detection because they 
are easy to interpret and can handle both 
categorical and numerical data. Several studies 
have used decision trees for phishing detec-
tion, including the work by Liu et al. (2011), 
which used decision trees to classify phishing 
websites based on a set of 22 features [2], and 
the work by Aggarwal and Kumar (2014), 
which used decision trees to detect phishing 
emails based on lexical and syntactic features 
[3].

Random forests are another machine learning 
technique that has been widely used for phish-
ing detection. Random forests are an ensemble 
of decision trees that combine multiple 
decision trees to improve accuracy and reduce 
overfitting. Several studies have used random 
forests for phishing detection, including the 
work by Alzahrani et al. (2017), which used 
random forests to detect phishing websites 
based on lexical and URL-based features [4], 
and the work by Kaur and Rani (2018), which 
used random forests to detect phishing emails 
based on textual and semantic features [5].

Neural networks are a powerful machine learn-
ing technique that has been used for a wide 
range of applications, including phishing 
detection. Neural networks can learn complex 
patterns in data and can handle large datasets 
with high-dimensional features. Several 
studies have used neural networks for phishing 
detection, including the work by Ramachan-
dran and Suruliandi (2017), which used a 
feedforward neural network to classify phish-
ing websites based on a set of 27 features [6], 
and the work by Park et al. (2018), which used 

a convolutional neural network to detect phish-
ing emails based on textual and visual features 
[7].

Support vector machines (SVMs) are another 
machine learning technique that has been used 
for phishing detection. SVMs can separate data 
into different classes by finding the hyperplane 
that maximally separates the classes. Several 
studies have used SVMs for phishing detec-
tion, including the work by Zhang et al. (2013), 
which used SVMs to classify phishing 
websites based on a set of 30 features [8], and 
the work by Buczak and Guven (2015), which 
used SVMs to detect phishing emails based on 
lexical and content-based features [9].

While machine learning-based approaches 
offer promising solutions to phishing detec-
tion, they also have their limitations. One of 
the main challenges of machine learning-based 
approaches is the need for large and diverse 
datasets to train the models effectively. Anoth-
er challenge is the potential for overfitting, 
which can occur when the model is too 
complex and fits the training data too closely 
[9].

2.2. Comparative Analysis
Our proposed approach for detecting phishing 
websites using decision trees [2] was 
compared with existing phishing detection 
techniques in the literature. A common 
approach to detecting phishing websites is 
using blacklists, which contain known 
malicious websites that are blocked by web 
browsers and security software [9]. However, 
this approach is limited by the fact that it can 

2.3.2. Feature Selection and Engineering:
In the feature selection and engineering stage, 
relevant features are selected from the dataset 
to improve the accuracy of the decision tree 
classifier. This is done by analyzing the 
features and determining which ones are most 
relevant to predicting phishing websites. In our 
research, we performed several feature 
engineering steps to create a robust and 
accurate machine learning model for phishing 
detection [2].

Firstly, we selected 30 relevant features from 
the dataset that are commonly used for phish-
ing detection [2]. Secondly, we preprocessed 
the feature names by removing any non-alpha-
numeric characters to ensure consistency and 
machine-readability [2]. Thirdly, we cleaned 
the dataset by removing any rows with missing 
or invalid values to ensure the model is not 
biased towards any particular value or feature 
[2]. Fourthly, we performed feature scaling to 
normalize the values of the features, which was 
important because some features have a wide 
range of values and can dominate the model if 
not scaled properly [2]. Fifthly, we created new 
features by combining or transforming the 
existing ones to enhance the model's predictive 
power [2]. Sixthly, we encoded categorical 
features into numerical ones using one-hot 
encoding or label encoding [2]. Finally, we 
evaluated the importance of each feature in the 
dataset using various feature selection 
techniques to identify the most important 
features that contribute the most to the model's 
performance [2].

These feature engineering steps were critical in 

creating a robust and accurate model for phish-
ing detection [2].

2.3.3. Model Selection and Evaluation
In the model selection and evaluation stage, a 
decision tree classifier is chosen as the model 
because it is simple, interpretable, and has 
been shown to perform well on similar 
datasets. The hyperparameters of the decision 
tree classifier, such as the maximum depth or 
minimum samples required to split a node, are 
tuned to optimize the performance of the 
model. This is done using techniques such as 
grid search or random search, which search 
through different combinations of hyperparam-
eters to find the best combination for the given 
dataset. The performance of the model is 
evaluated using accuracy and confusion matrix 
metrics, which measure the percentage of 
correctly classified instances and the number 
of false positives and false negatives, respec-
tively.

3.  Results And Analysis

3.1. Performance and Analysis
The decision tree classifier achieved an accura-
cy of 0.9597, indicating that it correctly classi-
fied 95.97% of the websites in the dataset. The 
confusion matrix shows that out of the total 
2211 websites, 908 were true negatives 
(correctly classified as non-phishing websites), 
1213 were true positives (correctly classified 
as phishing websites), 48 were false negatives 
(incorrectly classified as non-phishing 
websites), and 42 were false positives (incor-
rectly classified as phishing websites).

4.  Results 

The decision tree model achieved an accuracy 
of 95.97% in identifying phishing websites 
using the selected and engineered features. The 
confusion matrix shows that the model correct-
ly identified 908 legitimate websites and 1213 
phishing websites, but misclassified 42 legiti-
mate websites as phishing websites and 48 
phishing websites as legitimate.

4.1. Contributions and Limitations
The study contributes to the field of online 
security by proposing a decision tree-based 
approach to identify phishing websites using 
website features. The approach shows promis-
ing results in accurately identifying phishing 
websites, which can help in preventing online 
fraud and protecting users from phishing 
attacks. However, the limitations of the study 
include the use of a single dataset and the 
reliance on website features for identification, 
which may not be effective in identifying 
sophisticated phishing attacks.

4.2. Implications and Applications
The proposed approach has potential implica-
tions and applications in the context of online 
security. This approach can be used by organi-
zations and individuals to identify phishing 
websites and prevent online fraud. The 
approach can also be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection.

5.  Conclusion

Future research can focus on enhancing the 

Fig 2. Confusion matrix

3.2. EXPERIMENT AND OBSERVA-
TIONS
The experimentation process involved select-
ing and engineering relevant features, training 
and tuning a decision tree classifier, and evalu-
ating its performance using accuracy and 
confusion matrix metrics. The results show 
that the decision tree classifier was effective in 
detecting phishing websites, achieving a high 
accuracy and a balanced precision and recall.
Observations from the study suggest that 
features related to the URL, such as the length 
and presence of certain characters, were partic-
ularly informative in predicting phishing 
websites. Additionally, the age of the domain 
and the presence of certain keywords in the 
domain name were also useful features.
Further research could explore the use of more 
advanced machine learning algorithms, such as 
neural networks, for detecting phishing 
websites. Additionally, the effectiveness of the 
model could be evaluated on different datasets 
to test its generalizability.
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only detect known phishing websites and is 
unable to detect new or unknown phishing 
websites.

Machine learning-based approaches have been 
proposed as a more effective way to detect 
phishing websites. These approaches involve 
training a machine learning model on a dataset 
of known legitimate and phishing websites and 
then using the model to predict the legitimacy 
of new websites. Some of the machine learning 
algorithms used for phishing detection include 
logistic regression, support vector machines 
[8], and neural networks [7].

Compared to these existing machine learn-
ing-based approaches, our proposed approach 
using decision trees [2] offers several advan-
tages. First, decision trees are easy to interpret 
and visualize, making it easier for security 
professionals to understand how the model is 
making its predictions [2]. Second, decision 
trees can handle both categorical and numeri-
cal features, which is important given the 
variety of features that can be used to detect 
phishing websites [2]. Third, decision trees can 
handle missing or invalid values in the dataset, 
which is a common issue in real-world datasets 
[2].

In addition, our approach has several unique 
features that set it apart from existing 
techniques. First, we extracted a set of relevant 
features from the Phishing Websites Features 
document [2], which allowed us to focus on the 
most important features for detecting phishing 
websites. Second, we preprocessed the feature 
names to remove any non-alphanumeric 

characters, which simplified the data cleaning 
process. Finally, we used data visualization 
techniques to gain insights into the dataset and 
to communicate the results of the model to 
non-technical stakeholders [2].

Overall, our proposed approach using decision 
trees [2] offers a promising solution for detect-
ing phishing websites that are both effective 
and easy to interpret.

2.3. METHODOLOGY

2.3.1. Data Collection and Preprocessing
In the data collection and preprocessing stage, 
the dataset is obtained from the UCI Machine 
Learning Repository, which is a reliable source 
of machine learning datasets. The dataset is in 
a raw format, which means it needs to be 
processed before it can be used for analysis. 
The preprocessing steps include identifying 
and removing missing values, checking for 
outliers, and transforming the data to a usable 
format. For example, the binary label indicat-
ing whether a website is a phishing website or 
not is converted to a numeric format (0 or 1) so 
that it can be used by the decision tree classifi-
er [2].

Fig 1. Count of legitimate and phishing 
website

1.    Introduction

1.1. Background and Motivation
Phishing attacks are a serious threat to online 
security, with the potential to cause significant 
financial and personal harm to users. Phishing 
attacks involve the use of deceptive emails or 
websites that are supposed to trick victims into 

divulging sensitive information such as 
passwords, credit card numbers, or sensitive 
personal details. These attacks are becoming 
increasingly complex and difficult to detect, 
making it crucial to develop effective 
techniques for identifying and preventing them 
[1].

1.2. Problem Statement
The problem addressed in this study is the 
detection of phishing websites using machine 
learning algorithms. The study aims to develop 
a decision tree classifier that can accurately 
classify websites as legitimate, or phishing 
based on their features.

1.3. Aims
The study aims to answer the following 
research questions:

1.3.1. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.2. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.3. What steps can individuals and 
organizations take to better protect them-
selves against phishing attacks, based on 
the findings of this study?

1.4. Contribution and Scope
The contribution of this study is the develop-
ment of a machine learning approach to detect-
ing phishing websites, which can be used to 
improve online security. The study's scope is 
limited to using a decision tree classifier to 
analyze the dataset, and the results may not be 
generalizable to other machine learning 
algorithms.

2.  Related Work

2.1. Literature Review

Phishing attacks have become a major concern 
in recent years, as they pose a serious threat to 
online security. Phishing is a type of social 
engineering attack in which attackers use 
fraudulent emails, websites, or other means to 
trick users into disclosing sensitive informa-
tion such as login credentials, credit card 
numbers, or personal information [1]. Accord-
ing to a report by the Anti-Phishing Working 
Group, there were 266,387 phishing attacks 
reported in the first quarter of 2021 alone [1]. 
These attacks not only compromise the privacy 
and security of individual users but also have 
significant economic consequences for 
businesses and organizations. To address this 
growing threat, researchers have developed a 
variety of phishing detection techniques, 
ranging from heuristic-based approaches to 
machine learning-based approaches. Heuris-
tic-based approaches rely on predefined rules 
or heuristics to identify phishing websites, 
such as checking for suspicious URLs or 
mismatched domain names. While these 
approaches can be effective in some cases, 
they are limited by their inability to adapt to 
new and evolving phishing tactics. Machine 
learning-based approaches, on the other hand, 
offer a more flexible and adaptable solution to 
phishing detection. These approaches use 
algorithms that can learn from data to automat-
ically identify phishing websites. In recent 
years, researchers have explored various 
machine learning techniques for phishing 
detection, including decision trees, random 
forests, neural networks, and support vector 
machines.

Decision trees are a popular machine learning 

prioritization, leave no stone unturned. 
Conduct a meticulous scan of every 
component within the system.

4. Effective Reporting: Establish a stream-
lined reporting mechanism to promptly 
communicate any ambiguities or concerns 
to higher-level staff.

5. Vulnerability Assessment and Ticket 
Assignment: Assess the vulnerabilities 
discovered and assign tickets based on the 
level of risk acceptance and urgency.

6. Solution Verification and Remediation: 
Verify the effectiveness of applied 
solutions and ensure they successfully 
mitigate the identified vulnerabilities.

7. Continuous Improvement: Embrace an 
iterative approach by repeating the 
improvement cycle to enhance the assess-
ment process continually.

   

2.1    How  AI  can  be  used  for  Vulnerability
Security vulnerabilities encompass various 
flaws and weaknesses found within informa-

tion technology and its associated products, 
spanning across different levels and compo-
nents of an information system. These 
deficiencies directly impact the smooth opera-
tion of the entire information system. When 
maliciously exploited, they can gravely 
compromise the integrity, confidentiality, and 
availability of the system. Consequently, the 
study of security vulnerabilities stands as a 
fundamental aspect within the realm of infor-
mation security research [11]. In light of the 
escalating complexity of cyber threats, 
traditional security techniques are no longer 
sufficient to safeguard against these 
ever-evolving risks. Consequently, businesses 
are turning to artificial intelligence (AI) to 
bolster their cybersecurity strategies. AI offers 
enhanced capabilities for detecting and 
responding to threats, bolstering vulnerability 
management, and improving compliance and 
governance practices. By leveraging AI 
technologies such as machine learning, natural 
language processing, behavioral analytics, and 
deep learning, organizations can fortify their 
cyber defenses and shield themselves against a 
wide array of cyber threats, including malware, 
phishing attacks, and insider threats. AI has 
numerous applications in the cyber security 
industry, including [10].

2.1.1. Threat Detection and Response
AI plays a pivotal role in cyber security by 
enabling efficient threat detection and 
response. By leveraging machine learning 
techniques and natural language processing, 
organizations can analyze vast amounts of data 
to identify patterns and anomalies indicative of 
cyber threats. Intrusion detection systems 
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proposed approach by incorporating additional 
features and using more advanced machine 
learning techniques. Additionally, the 
proposed approach can be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection. 
Further research can also explore the use of 
ensemble methods and deep learning 
techniques for identifying phishing attacks.
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technique for phishing detection because they 
are easy to interpret and can handle both 
categorical and numerical data. Several studies 
have used decision trees for phishing detec-
tion, including the work by Liu et al. (2011), 
which used decision trees to classify phishing 
websites based on a set of 22 features [2], and 
the work by Aggarwal and Kumar (2014), 
which used decision trees to detect phishing 
emails based on lexical and syntactic features 
[3].

Random forests are another machine learning 
technique that has been widely used for phish-
ing detection. Random forests are an ensemble 
of decision trees that combine multiple 
decision trees to improve accuracy and reduce 
overfitting. Several studies have used random 
forests for phishing detection, including the 
work by Alzahrani et al. (2017), which used 
random forests to detect phishing websites 
based on lexical and URL-based features [4], 
and the work by Kaur and Rani (2018), which 
used random forests to detect phishing emails 
based on textual and semantic features [5].

Neural networks are a powerful machine learn-
ing technique that has been used for a wide 
range of applications, including phishing 
detection. Neural networks can learn complex 
patterns in data and can handle large datasets 
with high-dimensional features. Several 
studies have used neural networks for phishing 
detection, including the work by Ramachan-
dran and Suruliandi (2017), which used a 
feedforward neural network to classify phish-
ing websites based on a set of 27 features [6], 
and the work by Park et al. (2018), which used 

a convolutional neural network to detect phish-
ing emails based on textual and visual features 
[7].

Support vector machines (SVMs) are another 
machine learning technique that has been used 
for phishing detection. SVMs can separate data 
into different classes by finding the hyperplane 
that maximally separates the classes. Several 
studies have used SVMs for phishing detec-
tion, including the work by Zhang et al. (2013), 
which used SVMs to classify phishing 
websites based on a set of 30 features [8], and 
the work by Buczak and Guven (2015), which 
used SVMs to detect phishing emails based on 
lexical and content-based features [9].

While machine learning-based approaches 
offer promising solutions to phishing detec-
tion, they also have their limitations. One of 
the main challenges of machine learning-based 
approaches is the need for large and diverse 
datasets to train the models effectively. Anoth-
er challenge is the potential for overfitting, 
which can occur when the model is too 
complex and fits the training data too closely 
[9].

2.2. Comparative Analysis
Our proposed approach for detecting phishing 
websites using decision trees [2] was 
compared with existing phishing detection 
techniques in the literature. A common 
approach to detecting phishing websites is 
using blacklists, which contain known 
malicious websites that are blocked by web 
browsers and security software [9]. However, 
this approach is limited by the fact that it can 

2.3.2. Feature Selection and Engineering:
In the feature selection and engineering stage, 
relevant features are selected from the dataset 
to improve the accuracy of the decision tree 
classifier. This is done by analyzing the 
features and determining which ones are most 
relevant to predicting phishing websites. In our 
research, we performed several feature 
engineering steps to create a robust and 
accurate machine learning model for phishing 
detection [2].

Firstly, we selected 30 relevant features from 
the dataset that are commonly used for phish-
ing detection [2]. Secondly, we preprocessed 
the feature names by removing any non-alpha-
numeric characters to ensure consistency and 
machine-readability [2]. Thirdly, we cleaned 
the dataset by removing any rows with missing 
or invalid values to ensure the model is not 
biased towards any particular value or feature 
[2]. Fourthly, we performed feature scaling to 
normalize the values of the features, which was 
important because some features have a wide 
range of values and can dominate the model if 
not scaled properly [2]. Fifthly, we created new 
features by combining or transforming the 
existing ones to enhance the model's predictive 
power [2]. Sixthly, we encoded categorical 
features into numerical ones using one-hot 
encoding or label encoding [2]. Finally, we 
evaluated the importance of each feature in the 
dataset using various feature selection 
techniques to identify the most important 
features that contribute the most to the model's 
performance [2].

These feature engineering steps were critical in 

creating a robust and accurate model for phish-
ing detection [2].

2.3.3. Model Selection and Evaluation
In the model selection and evaluation stage, a 
decision tree classifier is chosen as the model 
because it is simple, interpretable, and has 
been shown to perform well on similar 
datasets. The hyperparameters of the decision 
tree classifier, such as the maximum depth or 
minimum samples required to split a node, are 
tuned to optimize the performance of the 
model. This is done using techniques such as 
grid search or random search, which search 
through different combinations of hyperparam-
eters to find the best combination for the given 
dataset. The performance of the model is 
evaluated using accuracy and confusion matrix 
metrics, which measure the percentage of 
correctly classified instances and the number 
of false positives and false negatives, respec-
tively.

3.  Results And Analysis

3.1. Performance and Analysis
The decision tree classifier achieved an accura-
cy of 0.9597, indicating that it correctly classi-
fied 95.97% of the websites in the dataset. The 
confusion matrix shows that out of the total 
2211 websites, 908 were true negatives 
(correctly classified as non-phishing websites), 
1213 were true positives (correctly classified 
as phishing websites), 48 were false negatives 
(incorrectly classified as non-phishing 
websites), and 42 were false positives (incor-
rectly classified as phishing websites).

4.  Results 

The decision tree model achieved an accuracy 
of 95.97% in identifying phishing websites 
using the selected and engineered features. The 
confusion matrix shows that the model correct-
ly identified 908 legitimate websites and 1213 
phishing websites, but misclassified 42 legiti-
mate websites as phishing websites and 48 
phishing websites as legitimate.

4.1. Contributions and Limitations
The study contributes to the field of online 
security by proposing a decision tree-based 
approach to identify phishing websites using 
website features. The approach shows promis-
ing results in accurately identifying phishing 
websites, which can help in preventing online 
fraud and protecting users from phishing 
attacks. However, the limitations of the study 
include the use of a single dataset and the 
reliance on website features for identification, 
which may not be effective in identifying 
sophisticated phishing attacks.

4.2. Implications and Applications
The proposed approach has potential implica-
tions and applications in the context of online 
security. This approach can be used by organi-
zations and individuals to identify phishing 
websites and prevent online fraud. The 
approach can also be extended to other 
domains such as email phishing, social 
engineering attacks, and malware detection.

5.  Conclusion

Future research can focus on enhancing the 

Fig 2. Confusion matrix

3.2. EXPERIMENT AND OBSERVA-
TIONS
The experimentation process involved select-
ing and engineering relevant features, training 
and tuning a decision tree classifier, and evalu-
ating its performance using accuracy and 
confusion matrix metrics. The results show 
that the decision tree classifier was effective in 
detecting phishing websites, achieving a high 
accuracy and a balanced precision and recall.
Observations from the study suggest that 
features related to the URL, such as the length 
and presence of certain characters, were partic-
ularly informative in predicting phishing 
websites. Additionally, the age of the domain 
and the presence of certain keywords in the 
domain name were also useful features.
Further research could explore the use of more 
advanced machine learning algorithms, such as 
neural networks, for detecting phishing 
websites. Additionally, the effectiveness of the 
model could be evaluated on different datasets 
to test its generalizability.

only detect known phishing websites and is 
unable to detect new or unknown phishing 
websites.

Machine learning-based approaches have been 
proposed as a more effective way to detect 
phishing websites. These approaches involve 
training a machine learning model on a dataset 
of known legitimate and phishing websites and 
then using the model to predict the legitimacy 
of new websites. Some of the machine learning 
algorithms used for phishing detection include 
logistic regression, support vector machines 
[8], and neural networks [7].

Compared to these existing machine learn-
ing-based approaches, our proposed approach 
using decision trees [2] offers several advan-
tages. First, decision trees are easy to interpret 
and visualize, making it easier for security 
professionals to understand how the model is 
making its predictions [2]. Second, decision 
trees can handle both categorical and numeri-
cal features, which is important given the 
variety of features that can be used to detect 
phishing websites [2]. Third, decision trees can 
handle missing or invalid values in the dataset, 
which is a common issue in real-world datasets 
[2].

In addition, our approach has several unique 
features that set it apart from existing 
techniques. First, we extracted a set of relevant 
features from the Phishing Websites Features 
document [2], which allowed us to focus on the 
most important features for detecting phishing 
websites. Second, we preprocessed the feature 
names to remove any non-alphanumeric 

characters, which simplified the data cleaning 
process. Finally, we used data visualization 
techniques to gain insights into the dataset and 
to communicate the results of the model to 
non-technical stakeholders [2].

Overall, our proposed approach using decision 
trees [2] offers a promising solution for detect-
ing phishing websites that are both effective 
and easy to interpret.

2.3. METHODOLOGY

2.3.1. Data Collection and Preprocessing
In the data collection and preprocessing stage, 
the dataset is obtained from the UCI Machine 
Learning Repository, which is a reliable source 
of machine learning datasets. The dataset is in 
a raw format, which means it needs to be 
processed before it can be used for analysis. 
The preprocessing steps include identifying 
and removing missing values, checking for 
outliers, and transforming the data to a usable 
format. For example, the binary label indicat-
ing whether a website is a phishing website or 
not is converted to a numeric format (0 or 1) so 
that it can be used by the decision tree classifi-
er [2].

Fig 1. Count of legitimate and phishing 
website

1.    Introduction

1.1. Background and Motivation
Phishing attacks are a serious threat to online 
security, with the potential to cause significant 
financial and personal harm to users. Phishing 
attacks involve the use of deceptive emails or 
websites that are supposed to trick victims into 

divulging sensitive information such as 
passwords, credit card numbers, or sensitive 
personal details. These attacks are becoming 
increasingly complex and difficult to detect, 
making it crucial to develop effective 
techniques for identifying and preventing them 
[1].

1.2. Problem Statement
The problem addressed in this study is the 
detection of phishing websites using machine 
learning algorithms. The study aims to develop 
a decision tree classifier that can accurately 
classify websites as legitimate, or phishing 
based on their features.

1.3. Aims
The study aims to answer the following 
research questions:

1.3.1. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.2. How effective are decision trees in 
detecting phishing websites, and what are 
the key features that contribute to their 
accuracy?
1.3.3. What steps can individuals and 
organizations take to better protect them-
selves against phishing attacks, based on 
the findings of this study?

1.4. Contribution and Scope
The contribution of this study is the develop-
ment of a machine learning approach to detect-
ing phishing websites, which can be used to 
improve online security. The study's scope is 
limited to using a decision tree classifier to 
analyze the dataset, and the results may not be 
generalizable to other machine learning 
algorithms.

2.  Related Work

2.1. Literature Review

Phishing attacks have become a major concern 
in recent years, as they pose a serious threat to 
online security. Phishing is a type of social 
engineering attack in which attackers use 
fraudulent emails, websites, or other means to 
trick users into disclosing sensitive informa-
tion such as login credentials, credit card 
numbers, or personal information [1]. Accord-
ing to a report by the Anti-Phishing Working 
Group, there were 266,387 phishing attacks 
reported in the first quarter of 2021 alone [1]. 
These attacks not only compromise the privacy 
and security of individual users but also have 
significant economic consequences for 
businesses and organizations. To address this 
growing threat, researchers have developed a 
variety of phishing detection techniques, 
ranging from heuristic-based approaches to 
machine learning-based approaches. Heuris-
tic-based approaches rely on predefined rules 
or heuristics to identify phishing websites, 
such as checking for suspicious URLs or 
mismatched domain names. While these 
approaches can be effective in some cases, 
they are limited by their inability to adapt to 
new and evolving phishing tactics. Machine 
learning-based approaches, on the other hand, 
offer a more flexible and adaptable solution to 
phishing detection. These approaches use 
algorithms that can learn from data to automat-
ically identify phishing websites. In recent 
years, researchers have explored various 
machine learning techniques for phishing 
detection, including decision trees, random 
forests, neural networks, and support vector 
machines.

Decision trees are a popular machine learning 


