
2. Literature Review

In order to support the stance of role of 
windows registry in digital forensics 
investigation, the author has studied different 
related work. After studying various 
literatures, the following keys are highlighted 
and are explained in depth.

2.1 What Is Windows Registry?
The explanation that is derived from the 
Microsoft’s publication regarding registry, is 
that it’s a database that contains the important 
information category wise pertaining to the 
application, services and operations that are 
running on the windows [2]. The format that is 
used to structure the data in registry is of tree 
format. The tree is consists of several nodes, 
these nodes are known as keys. Then there is 
further classification of these keys, where each 
key is consist of subkeys and entries of data 
known as values. In some cases the only a 
single key is sufficient for an application to run 
or to perform the operations, and sometime it is 
necessary for an application to open a key and 
to use the values that are linked with that 
particular key. There is no limits to the amount 
of values that a key can have, and neither it’s 
mandatory that values should be in one 
particular form, values can exists in any form 
[3].  

Since windows registry deals with the critical 
operations of the windows operating system 
therefore it’s certainly not wrong to say that the 
operations are directly linked to the system, 
and user of the windows.  Windows registry is 
critical to this extent that every time when an 
application runs on a windows machine the 
first thing that’s been done by an application is 
that its record in registry, it’s technically not 
possible for any application to start without 
accessing the registry. Just to make things 
further clear, if at any point registry fails the 

operating system of the windows machine will 
fail [4]. 

2.2 Structure of Registry:
The structure of the registry is basically 
comprised of the repetition of the same pattern 
of folders called subtrees, keys and subkeys. 
The lowest level of data that is stored in the 
registry are the entries. Entries are similar to 
the files. The repetitive container leads up to 
the path to each entry, as every individual entry 
in the registry has a unique path, every entry 
that is within the registry is referred by its 
name and complete path. [5]

For accessing the windows registry in normal 
condition (Not for forensics investigation) we 
use windows registry editor tool “regedit.exe”. 
The following section of the research paper is 
about the components that a typical registry 
contains.  

2.2.1 Subtree:
The subtree is classified as the primary or the 
root segment of the registry. In a registry there 
are basically 5 core sub trees, that is further 
divided in keys, subkeys and entries 
everything that is within these keys and 
subkeys it has some values. The name of the 
value and the data of the value can consist of 
backslash characters or keys. The 5 main 
subtree are as follow.

1. HKEY_CLASSES_ROOT
2. HKEY_CURRENT_USER
3. HKEY_LOCAL_MACHINE
4. HKEY_USERS
5. HKEY_CURRENT_CONFIG

Figure 1: The main keys in a windows 
registry.

2.2.2 Key:
Once a subtree is expanded the first layer that a 
viewer can witness is of the key, key is the 
division of the registry that must contain 
minimum one subkey (like Hardware Key). 
One thing that is very important here is that 
some subtrees does not have a key at all. 

2.2.3 Subkey:
The when keys are further expanded to one 
level down one can view the subkeys. 
Moreover, there can be subkeys that are 
directly under the expansion of the keys as 
mentioned earlier that some subtrees do not 
have any key, so in such cases those subtrees 
have subkeys. The role of the subkeys is that it 
is used to save the entries and additional 
subkeys.

2.2.4 Entry:
Once the expansion of subtree reaches the 
lower level in the registry, the entries appear, 
these entries appear in the right-hand side pane 
of the registry window. Each registry is 
consists of the name of the entry followed by 
the its Data types in the registry (the Data type 
of the registry is used for identifying the format 
of the data and the length of the data which is 
to be stored in the entry) and finally a field 
which is called value. Data is stored within the 
value field of the registry. Each entry is 
identified by its name and path. The role of the 

entries in the registry is to maintain the 
configuration information of the windows 
program and windows itself. Entries are 
entirely different than subtrees, keys and 
subkeys as they exists in form of folders only 
whereas the actual information is within the 
entries.  

2.2.5 Hive Files:
The Hive Files are those files which contains 
the files that are permanently stored in the 
registry of the system. The location to check 
these hive files is in the hivelist subkey in 
HKLM\SYSTEM\CurrentControlSet\Control. 
These files are updated every time a user login 
the system the storage location of these 
registry files is in systemroot\System32\ 
Config folder. Within  HKEY_LOCAL_ 
MACHINE there are four to five hive files that 
are stored, and there is one file that is stored 
within the HKEY_USERS. The Hive files that 
are within the registry are as follow:

SAM: SAM basically stands for Security 
Accounts Manager, it possess data which is 
stored in HKLM\SAM which is related to the 
service of security of the Accounts 
management.

SECURITY:As the name suggests it carries the 
information that is relevant to the security of 
the system. The information pertaining to this 
hive is saved in HKLM\Security key.

SOFTWARE: everything which is relevant to 

the configuration of system software 
configuration is saved in HKLM\SOFTWARE 
keys.

SYSTEM: This hive file has the information 
regarding the system configuration the data for 
this hive file is saved in HKLM\SYSTEM key. 
DEFAULT: The purpose of this hive file is to 
maintain the default system information, all 
the data related to this hive is saved in 
HKEY_USERS\.DEFAULT key. 

HKEY_LOCAL_MACHINE\HARDWARE this 
particular hive is not saved as file as it is 
recreated by the system every time system 
boots up. 

2.3 Variability of the Registry:
It’s certainly not possible that two registries are 
the same, it’s because each registry saves the 
information about the hardware and the 
software which exists on the system or is 
installed, the values that are within the registry 
entries are precisely according to the system 
and it’s configuration. There are few entries 
that are only created when the windows 
machine is turned on or the time when the user 
log on. 

As mentioned before that each entry has a 
specific location, that location can be changed, 
sometime it happens when a program is 
updated. There are few registry which shifts 
the whole program to new location when a 
minor change is made to the program such as 
enabling of one particular service. 

Since there is variation in the location of 
registry it is not advisable for a programmer or 
script writer to write a script that directly refers 
to any entry in the registry, this can cause 
problem in the operations of the program if 
specifically not pointed to the required registry 
entry, there is another possibility with registry 

is that with the change in the version of the 
registry the program written to fetch specific 
registry entry might change, for all such 
purposes the recommended application 
programming interference (APIs) is win32 
API, it’s because win32 API is updated each 
time version is changed. 
  
2.4 How Registry Data is Used:
One of the most important and critical reason 
to study about registry is how data is stored in 
Registry or the mechanism of storing data into 
the registry. There are several types of data that 
are stored by a program in the registry. As 
mentioned in the previous section the main 
stream way of accessing the data by programs 
is through Win32 API. Each program working 
in relation with registry, uses API where the 
whole function of this API is to retrieve the 
data from the required entry path and the name 
from the registry. For making any change to 
the content of the registry programs uses 
standard APIs which are compatible with the 
operating system.  

Once the data is fetched using the APIs, the 
data is interpreted and implemented according 
to the functionality of the program. For 
instance if “1” is obtained as a result in the 
value it might means to enable or disable one 
particular feature of the program, which was 
previously operating other way. If in the value 
of the registry a file location is stored that 
might means that to save the program to the 
specified location or move the program to the 
specified location after the execution of the 
program.  

In windows specifically the windows Server 
2003 or higher Operating system the registry is 
used by the programs and the component of the 
operating system for the following purposes.

Setup:  This includes the setup programs that 

store the basic information related to the 
system, information related to the user, 
information related to the installed 
applications on the system, moreover, the 
information should include what drives were 
mounted on the system and what hardware 
components have been configured and 
installed on the system [6]. 
 
This process of analysis should be done in a 
proper sequence to make sure that the process 
of investigation is completed smoothly.  The 
order of this investigation is as follow. 

HKEY LOCAL MACHINE\Software:
In the preliminary phase of investigation, the 
most important thing is to know about the 
system and its owner. For digital evidence it is 
said that the more information that you get is 
more beneficial for you because it makes the 
analysis process easier.  Before carrying out 
the forensics investigation it is mandatory to 
make sure about the directory and its path in 
which the windows operating system is 
installed and at same time it is important to 
know about the owner of the system. The 
HKEY LOCAL MACHINE\Software key has 
the information about the software that are 
installed on the system. Several keys are under 
this particular hive, the content of this hives 
can vary from system to system as everyone is 
not using the same software. Under this 
software hive there is a subkey of Microsoft\ 
Windows NT\Current Version subkey that is 
critically examined and special consideration 
is given to the data that is found within this 
particular subkey, because it contains 
important information related to the software 
installed, some of the important keys are as 
follow

• CSDVersion: The data that is found inside 
this value is related to the service pack 
installed. Windows boot loader use this key 

along with the Current Version Key and 
Current Build Number key: As every 
software or a patch has a build number or 
version so that it can be easily 
differentiated if it was created before 
certain time or after that particular time [7]. 

• InstallDate: As the name of the value 
suggest that this value has to do something 
with the time stamp which is very 
important in the forensics investigation, 
this particular value contains the 
information related to the date and time 
when the operating system was installed. 
The value is stored in Hex form. There are 
some tools that are used to decode this hex 
value for knowing the exact date and time 
when OS was installed, so that if the 
suspect has formatted the hard drive and 
has installed the windows again this could 
be determined. 

• PathName and SystemRoot: The values 
within this subkey reference to the system 
directory. The default directory for system 
is %SystemDrive%:\Windows. 

• ProductID and ProductName: The data 
within these values contains information 
related to the product key of the Microsoft 
product that is usually the one that’s given 
as product key on the CD of Microsoft 
products. These values are the Microsoft 
product ID and a product name. Whereas 
the product name is simply the name of the 
operating system. 

• RegisteredOwner and Registered 
Organization: Within these values the 
information that is stpred is related to the 
users and the organisation that is using 
these software in most of the cases it’s the 
information of the actual owner of the 
software who is using theses software, 

are for windows server 2003 or the setup 
program that are required for other hardware to 
be installed on the PC, the configuration is 
added to the registry e.g. every time new 
information is added to the registry when SCSI 
adapter is installed or the settings of the display 
are altered. Moreover, all the components are 
first read by the registry to ensure that all the 
prerequisite for installation are available.

Recognizer: Every single time when computer 
is turned on, the role of recognizer starts it puts 
the configuration of hardware data in the 
registry. The hardware configuration data 
includes the list of hardware that are available 
on system. The operation of hardware 
detection is carried out by windows kernel 
(Ntoskrnl.exe) programs and hardware 
recognizer (Ntdetect.com). 

The role of the kernel program during startup 
of system is to ensure that the information 
related to the device is extracted from the 
registry this information includes the drivers 
that needs to be loaded and the sequence in 
which the drivers are supposed to be loaded. 
Another important feature of the kernel is 
reveal its own information to the registry, such 
as what kernel version currently it is, that’s 
being used by the system. 

Device Drivers:
The load perimeters along with configuration 
data is sent and received by the registry 
through device drivers. The role of the device 
driver is to report the information regarding the 
usage of system resources to the registry like 
the hardware interrupts or DMA channels that 
are utilized by one particular program. 
Registry information can be accessed by the 
device drivers or program so that smart 
installation and configuration can be provided 
to the user.

Since there is variability in programs, it is 
therefore very hard to know how a particular 
program will interpret the data of the registry. 
Registry entries are strictly dependent on 
program not the user, therefore one must not 
try to alter any registry entry of any program 
unless he/she is quite sure about the program. ]
   
2.5 Users and the Registry:
For most of the programs today, there is hardly 
any need of user to go to registry for editing 
purposes for any particular task, from 
changing preferences to changing the features 
and services of program it is all done by the 
administrative tools and windows interface for 
the ease of the user. However, there are few 
rare cases where users has to go to registry 
settings to make changes to the instance of the 
operating system.  

3.   Windows Registry Forensics:

One of the essential steps that’s being carried 
out in computer forensics is related to the 
analysis of the digital evidence, here at 
analysis stage different aspects are analysed 
which includes, the processes that are running 
on the ram when computer device was taken 
into custody, the files that are within the 
system and the files that were deleted, and 
windows registry analysis. [5] 

When it comes to the analysis of windows 
registry it not only includes the viewing of data 
that is in registry, but it also involves the 
extraction and interpretation of data with 
respect to the context of investigation and with 
respect to its existence. Therefore, firm 
knowledge and understanding about the 
components of the registry is required. [3]

In the initial phase of the investigation several 
keys should be analysed. The key which 
should be examined includes the keys which 

1. Introduction

 As there are many aspects that are 
examined by an investigator during the 
investigation of a criminal offence same goes 
with the digital forensics investigation, after 
seizing the crime scene the investigating 
officer has to take forensics image of the 
suspect system, after that it is taken to the 
forensics labs for the examination, the 
investigator here critically analyse every 
aspect of the image, and look for the foot prints 
that can help him in drawing his findings. One 
of the most important element that is analysed 

during the examination phase of the 
investigation is the examination of windows 
registry. To start with windows registry is the 
fundamental component of windows OS 
Operating system, which contains a lot of 
information regarding the configuration of the 
system. The information that is managed 
within the registry of the windows contains the 
history of the user activities, details about the 
program installed and details about the running 
programs. The storage of data is carried out in 
same way as it is done in log file [1]. Windows 
registry is explained in depth in proceeding 
parts of this research paper.  

Mounted Devices: 
The role of this subkey is to list the 
volumes/drives that have been attached to the 
system, because of this subkey one can 
determine the number of partition that were 
within the system and the auxiliary disks that 
were attached to the system inform of 
CD/DVDs drive or any other external medium 
like USB. This is another point at which the 
investigator should be cautious as this will 
show the investigator about the drives that are 
missing at the time of taking system image into 
the custody. [9]  

HKEY LOCAL MACHINE \ System \ 
Control Set \ Enum:
Moreover, this Enum subkey contains 
information related to each devices, services, 
and drivers that might have been attached to 
system at any particular point. There are 
several services that an Enum entry may 
contain like entry of ATAPI driver even if there 
is no ATAPI interface on that machine. The 
purpose of these keys is to map devices and 
service to the relevant drivers and 
configuration on the system.  

• USBSTOR: The role of this key is very 
significant and one of the most important role 
as it contains information about all the USB 
devices that has ever been attached to the 
system, even if it was not connected at the time 
of seizing the system. Each key has a subkey 
that contains the information about USB 
device such as the ID of the Hardware, 
Friendly name of the device and some other 
information related to USB the purpose of 
hardware ID and friendly name is to highlight 
the manufacturer name and model name. The 
moment when the forensics investigator 
figures out that the path of the file links to an 
external USB storage device, he should look 
into this subkey and should take appropriate 
steps, to know about the device(s) that were 

attached to the system [10]. 

Services\%AdapterGUID%\Parameters\Tc
pip:
In case of attack related to the intrusion in the 
network or circulation of the malware within 
the network, this subkey is not less than a gem 
for the investigator as this subkey contains a lot 
of valuable information, as it contains the 
parameter linked to the TCP/IP network. The 
IPAddress mentioned in this subkey is the 
actual IP address that is allocated to the 
network adapter card. The Default Gateway 
contains the IP address of the gateway linked 
to the network.
 
4. Conclusion

Undoubtedly Windows registry has one of the 
important role in the forensics investigation of 
personal computers. As the components within 
the registry contains the important information 
related to the operations of the computers 
whether it is linked to hardware of the system, 
software of the system, drivers installed on the 
system, or the time stamp every aspect that is 
within the registry of the windows operating 
system is critical to the investigation. Just like 
in any other investigation where minimal 
things carry great importance [11] Windows 
registry forensics carries great importance as 
well. 
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these values can be changed as it’s under 
the control of the user every time a fresh 
installation process is carried out the 
program asks for the users details, which 
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• NetworkCards: The MAC address of 
network cards and the name of the 
particular network card linking to the MAC 
address is placed within this value. When 
the MAC address of the network card is 
deliberately changed during the course of 
hacking a new subkey is added, and from 
here we can investigate if the MAC address 
is changed.  

HKEY LOCAL MACHINE\System

Once the information pertaining to the owner 
and system is gathered, the next step for the 
investigator(s) should be to check the 
configuration settings of the machine, and this 
is where we need to check HKEY LOCAL 
MACHINE\System hive, this hive maintains 
information related to the configuration setting 
that is required for booting the system and 
several other critical features required for the 
operations of the system. Some of the 
important subkeys that are within this hives are 
as follow [8]. 

Control: 
The subkey of control has the information 
regarding the controls of the operating system 
with respect to its operations from booting of 
an operating system to the networking of the 
system to windows to windows on windows 
(WOW). Time zone, system boot date and 
time, with shut down date and time can be 
found through this subkey.   
 
• Enum: This subkey has the information 
related to the hardware aspect related to the 
system, this includes the state of the hardware, 

legacy devices, and the long list continues. 
Moreover, settings related to the external 
storage devices are stored in this key. The 
accuracy of the information in this subkey is 
that it gives the exact name, and the model 
number of the storage device attached to the 
system. Now if the investigator further wishes 
to know when the device was installed, he can 
refer to the windows event log.

ControlSet001: It is one of the main control 
set, which is used by the default to boot the 
windows operating system. 

ControlSet002: In case windows is unable to 
boot using controlSet001 this is backup control 
set which can be used. There are is possibility 
that there could be more than two numbered 
control set. There is a possibility that due to the 
variation in the registry Controlset002 may not 
appear but may be controlset003 appear as a 
backup control set. The setting of every control 
set may vary, so therefore it is highly 
recommended for an investigator to keenly 
observe the control setting of the Select 
subkeys. 

Select:As cautioned earlier that if the 
investigator has to find out which control set 
setting are used at the boot of windows OS he 
must check the Select sub key. The role of this 
subkey in registry is to store information that a 
control set use to boot a computer. The select 
hive key contains the four subkeys, the 
Current, Default, Failed and the 
LastKnownGood. Among these 4 the current 
subkey is the one that has the value of the ID of 
current control set which is used for booting 
the windows. This is the reason it is important 
for an investigator to thoroughly check control 
set before examining the other configuration 
settings.
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4. Results and Discussions

In stage 1 classifiers i.e.; Naive Bayes, ID3, 
KNN, Decision Tree and Random Forest and 
are utilized to get the required exactness for 
each of the classifiers. In stage 2 the 
information is, on the other hand, characterized 
yet this time distinctive features strategies i.e.; 
GGA, AGA, YAGGA, and YAGGA2 are 
utilized for the upgrade of the outcomes or to 
check for any believable changes. Results 
demonstrate that ID3 with YAGGA with 15 
features chosen, lessened from 30 highlights, 
demonstrate the best execution on this dataset 
for order of phishing sites. The results are 
shown in Fig 8 with “YAGGA + ID3” shows 
the maximum accuracy up to 95%. 

Fig 8: Results of accuracy

5. Conclusion and Future work

Web Phishing attack is of serious concern. This 
work models the phishing site expectation as a 
characterization undertaking and exhibits the 

machine learning approach for foreseeing 
whether the given site is genuine site or 
phishing. The phishing dataset was taken from 
UCI learning website. The dataset contains as 
many as 11054 instances. In this research, 
several machine learning algorithms. The 
results were compared with the application of 
same machine learning algorithm along with 
feature selection algorithm. It has been noted 
that YAGGA along with ID3 has given the best 
results with approximately 95% accuracy of 
website phishing detection. In future, we will 
extend this work for other famous website 
attacks with the help of machine learning 
algorithms. 
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clients over the globe. Moreover, there had 
been a huge year on year increment in phishing 
assaults, which is appear in figure, expanding 
altogether from 203,983 of every 2013 to 
448,126 of every 2017.

As indicated by the Anti-Phishing Working 
Group (APWG), the APWG Got reports of 
630,494 extraordinary phishing locales 
recognized from the main quarter through the 
second from last quarter of 2017. The around 
the web phishing rate was 36.511% in the 
primary quarter, 32.211% in the second 
quarter, and 32.122% in the second from last 
quarter of 2017.  Besides, ISP area observed to 
be the most under assault industry area from 
first to second from last quarter of 2017 as 
appeared in Fig 1 below.

Fig 1 Phishing detection rate in 2017

Web phishing attack is comprises for many 
stages. The choice of victim and the amount of 
benefit are important parameters in web 
phishing attack.
Phishing life cycle has following stages:

i. Planning and Setup
In first stage, the phisher determine the 
objective association, an individual or a 
country to be targeted for malicious purpose. 
They uncover the sensitive information with 
respect to their objective and its system. 
Normally phishing starts by sending spoofed 

emails to the victims [2]. Victims are supposed 
to send required information via replying to the 
email. However, most of the users do not 
reveal their information through email. 

Another phishing technique can be adopted 
through creation of phishing websites. A 
combination of both aforementioned 
techniques can also be used for phishing as 
well [3] as shown in Fig 2.

Fig 2  Web-Phishing whole Plot

ii. Phishing
Assailants send mock messages to the dupe, 
utilizing gathered email tend to which request 
classified data from the dupe. Another special 
form of phishing is known as spear phishing. 
In spear phishing, target is generally a group of 
specific individuals. In addition, there are 
many other forms of phishing as depicted in 
Fig 3.

 

Fig 3 Different types of Phishing

iii. Break-in or Infiltration
In this stage, the victim taps on the pernicious 
connection and when he does that, a malware 

naturally introduces on his gadget that enables 
the phisher to get to the system, irrupt and 
change its arrangements and get to rights to it. 

iv. Information Accumulation
When the phisher access on victim’s system, 
they remove the required information. On the 
off chance that the casualty gives classified 
record points of interest, the assailant would 
then be able to get to his record, which may, in 
the end, prompt budgetary misfortunes to the 
casualty. Once the attack is successful, the 
attacker does the information collection. 
Information may contain passwords, user 
identity number, contact lists, private images, 
and credit card information. The whole 
phishing life cycle is shown in Fig 4.

Fig 4 Scenario of web phishing

Detection of phishing website is a problem of 
major concern. Various techniques such as 
fuzzy, neural systems and data mining methods 
applied, in order to, counter web-phishing 
attacks [4]. Several machine-learning methods 
also applied for detection of fake websites. 
Machine learning approach is based on both 
supervised as well as unsupervised. We have 
tested many machine-learning algorithms on 
the given data downloaded from UCI machine 
learning dataset. These algorithms include 
Naïve Bayes (NB), Support Vector Machine 

(SVM), Neural Net (NN), Random Forest 
(RF), IBK lazy classifier and Decision Tree 
(ID3). However, we have observed that 
phishing detection results can be enhanced by 
applying feature selection algorithms like 
Generating Genetic Algorithms (GGA), 
Another Genetic Algorithm (AGA) etc. In the 
end, we have shown the difference of accuracy 
between the results of those machine-learning 
algorithms applied to the data to those 
machine-learning algorithms used with feature 
selection algorithms.

The rest of research article is organized as 
follows: section II contains the previous 
related research work. Section III describes 
methodology of our work. In Section IV we 
have shown the results. In section V we have 
concluded our work.

2. Related Work

In [5] Tahir et al. have proposed a hybrid 
model, in order to, overcome phishing issue. 
Their proposed hybrid model show beats as far 
as high precision and less mistake rate. They 
completed tests in two stages. In the first stage, 
they separately performed classification 
algorithm and select the best three models on 
criteria of execution and high precision. In the 
second stage, they additionally consolidated 
each model with their best “Three” singular 
models.

In [6] authors have proposed the classification 
algorithm named as PAC (Phishing 
Associative Classification). They observed the 
execution of proposed calculation in term of 
precision measurements with four well-known 
calculations that are C4.5, PRISM, CBA, and 
MCAR.

In [7], Authors have portrayed examination in 
arrangement of phishing sites utilizing 

Fig 6: Each Feature get associated with a 
unique ID

Based on the above features in our dataset, we 
have conducted series of experiments that 
involved two streams.

1. Machine learning algorithms along with  
 Feature Selection

2. Machine learning algorithms without    
 Feature Selection.

These both streams involved series of stages 
involved in them with difference of one or 
more stages. The details of all stages involved 
are as follows.

V.  Read CSV: A simple method involved is 
the reading of CSV. A comma-delimited 
Phishing.CSV is given as an input to the 
system. The data contains as many as 11054 
instances.

VI. Cross-Validation: It is a statistical 
method, which involves evaluation and 
comparison of learning algorithms through 
dataset division [14]. The division of dataset 

brought two segments: Train dataset and Test 
dataset. K-fold cross-validation is the basic 
form of cross-validation. In our case, we have 
also cross over our data through cross- 
validation also known as X-Validation. The 
division between train dataset and Test Dataset 
also came into practice. 

VII.  Testing: After Cross validation data is 
passed through the Testing stage. Testing stage 
involves the application of multiple machine 
learning algorithms on the specific data [15]. 

VIII. Classifier: Classifier used to perform 
classification on the given data. Classification 
is actually the task of mapping function from 
input features to finite output values [16].  In 
our case, our task is to classify the given data 
according to Phishy, non-phishy (normal) 
instance based on the previous data learning. In 
our case, the classifiers are Naïve Bayes, ID3, 
KNN, Decision Tree and Random Forest. 

IX. Model Application: After then we apply 
different models to our dataset based on the 
aforementioned various models. 

X. Feature Selection: As we have 
mentioned before, our testing, analysis and 
result generation based on the comparison of 
two streams. One with Feature selection and 
other without feature selection. This is an 
important stage in the data analysis. Feature 
selection aims to choose a subset of feature 
from the available features [17][18]. We have 
used feature selection algorithm like GGA, 
AGA, YAGGA, YAGGA-2. We have used 
these feature selection algorithms along with 
classification algorithms. In result section, we 
will show the effect of performance with and 
without using feature selection algorithm.

XI. Performance: Performance is measured 
against all the stages that we have mentioned 
above. This would be the last stage of each 
stream. Results had been collected and 
compared, in order to, find best.
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1. Introduction

 Web phishing is a mechanism of online 
fraud in which the victim is deceived by the 
attacker in gaining victim’s personal 
information like credit card number, financial 
accounts, address, phone numbers etc. The 
assailant makes a fake site page by replicating 
or rolling out a little improvement in the honest 
to goodness page. The fake sites are planned to 
look precisely like the bona fide site. The fast 
advancement of web applications give a ton of 
advantages to web clients to use these web 

application for making all their everyday 
exercises, for example, newspaper perusing, 
shopping, payment of many types of bills, 
ticket booking, and amusement and so forth.  
However, artisan create novel assaults that 
draws in more web client to be gotten in web of 
phishing. As per Gupta et al. [1] the entire 
number of specific phishing sites recognized in 
the primary quarter of 2014 alone was 
125,215, delineating an expansion of more 
than 11% from the 2013 figures. While a 
greater part of the phishing effort utilizes 
malevolently enrolled areas and sub-spaces, 
they have made genuine money related harm 
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distinctive Machine learning calculations. 
They have applied various machine learning 
techniques including Random Forest (RF), 
C4.5, REP Tree, Decision Stump, Hoeffding 
Tree and Rotation Forest.  From the outcomes, 
it has been discovered that the Rotation Forest 
calculation with REP Tree as a classifier and 
MLP plays out the best on a full preparing and 
on diminished set, separately.

In [8] authors have utilized information- 
mining approach like supervised 
characterization, which enhances the 
frameworks precision and distinguishes more 
measure of spam and harmful URLs.

Google in [9] gives a support of safe perusing 
that enables the applications to check the 
URLs utilizing a file of suspicious areas, which 
is consistently refreshed by Google. It is a trial 
Programming interface, however, is utilized 
with Google Chrome and Mozilla Firefox, and 
it is anything but difficult to utilize.

Authors in [10] connected distinctive sorts of 
machine learning based arrangement 
calculations, including Naive Bayes (NB), 
Support Vector Machine (SVM), Neural Net 
(NN), Random Forest (RF), IBK relaxed 
classifier and Decision Tree (J48) and broaden 
Pradeep and Ravendra's work by presenting 
new order calculation named Neural Net in 
their test. In the end, they Shield clients from 
nasty or unstructured connections in Site pages 
and Texts.

Measured and looked at the execution of the 
classifier as far as precision. Neural Net 
demonstrated a decent order exactness contrast 
with others.

Authors in [11] proposed another calculation 
Linkguard calculation to give up from phishing 
assaults. This calculation utilizes attributes of 

hyperlinks to deduct the attacks. Linkguard 
algorithm examines the contrast between the 
visual connection 

and genuine connection. Link Guard is 
valuable for recognizing phishing assaults, as 
well as can shield clients from nasty or 
unstructured connections in Site pages and 
Texts.

3. Methodology

In our work, we utilized dataset for the 
examination is "Phishing Websites Dataset" 
("UCI Machine Learning Vault: Phishing Sites 
Informational collection," 2016) [12]. This 
dataset was accumulated fundamentally from 
Phish Tank archive, Miller Smiles archive, and 
Google’s seeking administrators. 

The dataset is separate into training (70%) as 
well as testing (30%) datasets. Dataset 
includes total 11054 instances. All occasions 
sorted as “1” for "Real”, “0” for "Suspicious" 
and “-1” for "Phishy".  We have used Python 
3.6  for data analysis.

The creators illuminate the key features that 
have been turned out to be strong and effective 
in foreseeing phishing sites while proposing 
some new features, tentatively allocating new 
standards to some outstanding features and 
refreshing some different features.

Features have been grouped into following 
categories:

• Address Bar-based features
• Abnormal based features
• HTML and Javascript Based features
• Domain Based Features

The address bar based features is a heuristic 
approach towards web phishing detection [13]. 

Abnormal based feature includes abnormal 
URL, anchor URL, abnormal DNS etc. [13].
We have conducted few experiments on our 
data in terms of its covariance, variance. 

In Fig 5, we have shown various characteristics 

of our data.

These characteristics include total count, 
mean, standard deviation (std) and data range 
(min & max). Therefore, analysis between 
different features is easy enough. 

Fig 5:   Count, Mean and Standard Deviation 
of each dataset feature 

In the next step, we have applied different 
machine learning techniques on our dataset. 
The dataset, as earlier said, was used to foresee 
the exactness of the acknowledgment using 
assorted classifier. For the earlier examination, 
the component assurance is not used and just 
classifiers are used to get the required accuracy 
for each of the classifiers. The data is 
obviously portrayed however this time 
particular segment decision methodologies are 
used for the update of the results or to check 
for any possible upgrades. The usage of feature 
decision procedures furthermore help in 

dimensionality diminish as feature reducing.

In Fig 6, we have correlated each feature name 
with a feature ID. In this study for feature 
selection algorithm, we used Generating 
Genetic Algorithm (GGA), Another Genetic 
Algorithm (AGA), Yet Another Generating 
Genetic (YAGGA) and Yet Another 
Generating Genetic Algorithm-2 (YAGGA2). 
The classifiers utilized were Naïve Bayes, ID3, 
KNN, Decision Tree, and Random Forest. The 
Characteristics of highlight choice calculations 
are that they select the best components on the 
premise of properties weights. 



2. Literature Review

In order to support the stance of role of 
windows registry in digital forensics 
investigation, the author has studied different 
related work. After studying various 
literatures, the following keys are highlighted 
and are explained in depth.

2.1 What Is Windows Registry?
The explanation that is derived from the 
Microsoft’s publication regarding registry, is 
that it’s a database that contains the important 
information category wise pertaining to the 
application, services and operations that are 
running on the windows [2]. The format that is 
used to structure the data in registry is of tree 
format. The tree is consists of several nodes, 
these nodes are known as keys. Then there is 
further classification of these keys, where each 
key is consist of subkeys and entries of data 
known as values. In some cases the only a 
single key is sufficient for an application to run 
or to perform the operations, and sometime it is 
necessary for an application to open a key and 
to use the values that are linked with that 
particular key. There is no limits to the amount 
of values that a key can have, and neither it’s 
mandatory that values should be in one 
particular form, values can exists in any form 
[3].  

Since windows registry deals with the critical 
operations of the windows operating system 
therefore it’s certainly not wrong to say that the 
operations are directly linked to the system, 
and user of the windows.  Windows registry is 
critical to this extent that every time when an 
application runs on a windows machine the 
first thing that’s been done by an application is 
that its record in registry, it’s technically not 
possible for any application to start without 
accessing the registry. Just to make things 
further clear, if at any point registry fails the 

operating system of the windows machine will 
fail [4]. 

2.2 Structure of Registry:
The structure of the registry is basically 
comprised of the repetition of the same pattern 
of folders called subtrees, keys and subkeys. 
The lowest level of data that is stored in the 
registry are the entries. Entries are similar to 
the files. The repetitive container leads up to 
the path to each entry, as every individual entry 
in the registry has a unique path, every entry 
that is within the registry is referred by its 
name and complete path. [5]

For accessing the windows registry in normal 
condition (Not for forensics investigation) we 
use windows registry editor tool “regedit.exe”. 
The following section of the research paper is 
about the components that a typical registry 
contains.  

2.2.1 Subtree:
The subtree is classified as the primary or the 
root segment of the registry. In a registry there 
are basically 5 core sub trees, that is further 
divided in keys, subkeys and entries 
everything that is within these keys and 
subkeys it has some values. The name of the 
value and the data of the value can consist of 
backslash characters or keys. The 5 main 
subtree are as follow.

1. HKEY_CLASSES_ROOT
2. HKEY_CURRENT_USER
3. HKEY_LOCAL_MACHINE
4. HKEY_USERS
5. HKEY_CURRENT_CONFIG

Figure 1: The main keys in a windows 
registry.

2.2.2 Key:
Once a subtree is expanded the first layer that a 
viewer can witness is of the key, key is the 
division of the registry that must contain 
minimum one subkey (like Hardware Key). 
One thing that is very important here is that 
some subtrees does not have a key at all. 

2.2.3 Subkey:
The when keys are further expanded to one 
level down one can view the subkeys. 
Moreover, there can be subkeys that are 
directly under the expansion of the keys as 
mentioned earlier that some subtrees do not 
have any key, so in such cases those subtrees 
have subkeys. The role of the subkeys is that it 
is used to save the entries and additional 
subkeys.

2.2.4 Entry:
Once the expansion of subtree reaches the 
lower level in the registry, the entries appear, 
these entries appear in the right-hand side pane 
of the registry window. Each registry is 
consists of the name of the entry followed by 
the its Data types in the registry (the Data type 
of the registry is used for identifying the format 
of the data and the length of the data which is 
to be stored in the entry) and finally a field 
which is called value. Data is stored within the 
value field of the registry. Each entry is 
identified by its name and path. The role of the 

entries in the registry is to maintain the 
configuration information of the windows 
program and windows itself. Entries are 
entirely different than subtrees, keys and 
subkeys as they exists in form of folders only 
whereas the actual information is within the 
entries.  

2.2.5 Hive Files:
The Hive Files are those files which contains 
the files that are permanently stored in the 
registry of the system. The location to check 
these hive files is in the hivelist subkey in 
HKLM\SYSTEM\CurrentControlSet\Control. 
These files are updated every time a user login 
the system the storage location of these 
registry files is in systemroot\System32\ 
Config folder. Within  HKEY_LOCAL_ 
MACHINE there are four to five hive files that 
are stored, and there is one file that is stored 
within the HKEY_USERS. The Hive files that 
are within the registry are as follow:

SAM: SAM basically stands for Security 
Accounts Manager, it possess data which is 
stored in HKLM\SAM which is related to the 
service of security of the Accounts 
management.

SECURITY:As the name suggests it carries the 
information that is relevant to the security of 
the system. The information pertaining to this 
hive is saved in HKLM\Security key.

SOFTWARE: everything which is relevant to 

the configuration of system software 
configuration is saved in HKLM\SOFTWARE 
keys.

SYSTEM: This hive file has the information 
regarding the system configuration the data for 
this hive file is saved in HKLM\SYSTEM key. 
DEFAULT: The purpose of this hive file is to 
maintain the default system information, all 
the data related to this hive is saved in 
HKEY_USERS\.DEFAULT key. 

HKEY_LOCAL_MACHINE\HARDWARE this 
particular hive is not saved as file as it is 
recreated by the system every time system 
boots up. 

2.3 Variability of the Registry:
It’s certainly not possible that two registries are 
the same, it’s because each registry saves the 
information about the hardware and the 
software which exists on the system or is 
installed, the values that are within the registry 
entries are precisely according to the system 
and it’s configuration. There are few entries 
that are only created when the windows 
machine is turned on or the time when the user 
log on. 

As mentioned before that each entry has a 
specific location, that location can be changed, 
sometime it happens when a program is 
updated. There are few registry which shifts 
the whole program to new location when a 
minor change is made to the program such as 
enabling of one particular service. 

Since there is variation in the location of 
registry it is not advisable for a programmer or 
script writer to write a script that directly refers 
to any entry in the registry, this can cause 
problem in the operations of the program if 
specifically not pointed to the required registry 
entry, there is another possibility with registry 

is that with the change in the version of the 
registry the program written to fetch specific 
registry entry might change, for all such 
purposes the recommended application 
programming interference (APIs) is win32 
API, it’s because win32 API is updated each 
time version is changed. 
  
2.4 How Registry Data is Used:
One of the most important and critical reason 
to study about registry is how data is stored in 
Registry or the mechanism of storing data into 
the registry. There are several types of data that 
are stored by a program in the registry. As 
mentioned in the previous section the main 
stream way of accessing the data by programs 
is through Win32 API. Each program working 
in relation with registry, uses API where the 
whole function of this API is to retrieve the 
data from the required entry path and the name 
from the registry. For making any change to 
the content of the registry programs uses 
standard APIs which are compatible with the 
operating system.  

Once the data is fetched using the APIs, the 
data is interpreted and implemented according 
to the functionality of the program. For 
instance if “1” is obtained as a result in the 
value it might means to enable or disable one 
particular feature of the program, which was 
previously operating other way. If in the value 
of the registry a file location is stored that 
might means that to save the program to the 
specified location or move the program to the 
specified location after the execution of the 
program.  

In windows specifically the windows Server 
2003 or higher Operating system the registry is 
used by the programs and the component of the 
operating system for the following purposes.

Setup:  This includes the setup programs that 

store the basic information related to the 
system, information related to the user, 
information related to the installed 
applications on the system, moreover, the 
information should include what drives were 
mounted on the system and what hardware 
components have been configured and 
installed on the system [6]. 
 
This process of analysis should be done in a 
proper sequence to make sure that the process 
of investigation is completed smoothly.  The 
order of this investigation is as follow. 

HKEY LOCAL MACHINE\Software:
In the preliminary phase of investigation, the 
most important thing is to know about the 
system and its owner. For digital evidence it is 
said that the more information that you get is 
more beneficial for you because it makes the 
analysis process easier.  Before carrying out 
the forensics investigation it is mandatory to 
make sure about the directory and its path in 
which the windows operating system is 
installed and at same time it is important to 
know about the owner of the system. The 
HKEY LOCAL MACHINE\Software key has 
the information about the software that are 
installed on the system. Several keys are under 
this particular hive, the content of this hives 
can vary from system to system as everyone is 
not using the same software. Under this 
software hive there is a subkey of Microsoft\ 
Windows NT\Current Version subkey that is 
critically examined and special consideration 
is given to the data that is found within this 
particular subkey, because it contains 
important information related to the software 
installed, some of the important keys are as 
follow

• CSDVersion: The data that is found inside 
this value is related to the service pack 
installed. Windows boot loader use this key 

along with the Current Version Key and 
Current Build Number key: As every 
software or a patch has a build number or 
version so that it can be easily 
differentiated if it was created before 
certain time or after that particular time [7]. 

• InstallDate: As the name of the value 
suggest that this value has to do something 
with the time stamp which is very 
important in the forensics investigation, 
this particular value contains the 
information related to the date and time 
when the operating system was installed. 
The value is stored in Hex form. There are 
some tools that are used to decode this hex 
value for knowing the exact date and time 
when OS was installed, so that if the 
suspect has formatted the hard drive and 
has installed the windows again this could 
be determined. 

• PathName and SystemRoot: The values 
within this subkey reference to the system 
directory. The default directory for system 
is %SystemDrive%:\Windows. 

• ProductID and ProductName: The data 
within these values contains information 
related to the product key of the Microsoft 
product that is usually the one that’s given 
as product key on the CD of Microsoft 
products. These values are the Microsoft 
product ID and a product name. Whereas 
the product name is simply the name of the 
operating system. 

• RegisteredOwner and Registered 
Organization: Within these values the 
information that is stpred is related to the 
users and the organisation that is using 
these software in most of the cases it’s the 
information of the actual owner of the 
software who is using theses software, 

are for windows server 2003 or the setup 
program that are required for other hardware to 
be installed on the PC, the configuration is 
added to the registry e.g. every time new 
information is added to the registry when SCSI 
adapter is installed or the settings of the display 
are altered. Moreover, all the components are 
first read by the registry to ensure that all the 
prerequisite for installation are available.

Recognizer: Every single time when computer 
is turned on, the role of recognizer starts it puts 
the configuration of hardware data in the 
registry. The hardware configuration data 
includes the list of hardware that are available 
on system. The operation of hardware 
detection is carried out by windows kernel 
(Ntoskrnl.exe) programs and hardware 
recognizer (Ntdetect.com). 

The role of the kernel program during startup 
of system is to ensure that the information 
related to the device is extracted from the 
registry this information includes the drivers 
that needs to be loaded and the sequence in 
which the drivers are supposed to be loaded. 
Another important feature of the kernel is 
reveal its own information to the registry, such 
as what kernel version currently it is, that’s 
being used by the system. 

Device Drivers:
The load perimeters along with configuration 
data is sent and received by the registry 
through device drivers. The role of the device 
driver is to report the information regarding the 
usage of system resources to the registry like 
the hardware interrupts or DMA channels that 
are utilized by one particular program. 
Registry information can be accessed by the 
device drivers or program so that smart 
installation and configuration can be provided 
to the user.

Since there is variability in programs, it is 
therefore very hard to know how a particular 
program will interpret the data of the registry. 
Registry entries are strictly dependent on 
program not the user, therefore one must not 
try to alter any registry entry of any program 
unless he/she is quite sure about the program. ]
   
2.5 Users and the Registry:
For most of the programs today, there is hardly 
any need of user to go to registry for editing 
purposes for any particular task, from 
changing preferences to changing the features 
and services of program it is all done by the 
administrative tools and windows interface for 
the ease of the user. However, there are few 
rare cases where users has to go to registry 
settings to make changes to the instance of the 
operating system.  

3.   Windows Registry Forensics:

One of the essential steps that’s being carried 
out in computer forensics is related to the 
analysis of the digital evidence, here at 
analysis stage different aspects are analysed 
which includes, the processes that are running 
on the ram when computer device was taken 
into custody, the files that are within the 
system and the files that were deleted, and 
windows registry analysis. [5] 

When it comes to the analysis of windows 
registry it not only includes the viewing of data 
that is in registry, but it also involves the 
extraction and interpretation of data with 
respect to the context of investigation and with 
respect to its existence. Therefore, firm 
knowledge and understanding about the 
components of the registry is required. [3]

In the initial phase of the investigation several 
keys should be analysed. The key which 
should be examined includes the keys which 

1. Introduction

 As there are many aspects that are 
examined by an investigator during the 
investigation of a criminal offence same goes 
with the digital forensics investigation, after 
seizing the crime scene the investigating 
officer has to take forensics image of the 
suspect system, after that it is taken to the 
forensics labs for the examination, the 
investigator here critically analyse every 
aspect of the image, and look for the foot prints 
that can help him in drawing his findings. One 
of the most important element that is analysed 

during the examination phase of the 
investigation is the examination of windows 
registry. To start with windows registry is the 
fundamental component of windows OS 
Operating system, which contains a lot of 
information regarding the configuration of the 
system. The information that is managed 
within the registry of the windows contains the 
history of the user activities, details about the 
program installed and details about the running 
programs. The storage of data is carried out in 
same way as it is done in log file [1]. Windows 
registry is explained in depth in proceeding 
parts of this research paper.  

Mounted Devices: 
The role of this subkey is to list the 
volumes/drives that have been attached to the 
system, because of this subkey one can 
determine the number of partition that were 
within the system and the auxiliary disks that 
were attached to the system inform of 
CD/DVDs drive or any other external medium 
like USB. This is another point at which the 
investigator should be cautious as this will 
show the investigator about the drives that are 
missing at the time of taking system image into 
the custody. [9]  

HKEY LOCAL MACHINE \ System \ 
Control Set \ Enum:
Moreover, this Enum subkey contains 
information related to each devices, services, 
and drivers that might have been attached to 
system at any particular point. There are 
several services that an Enum entry may 
contain like entry of ATAPI driver even if there 
is no ATAPI interface on that machine. The 
purpose of these keys is to map devices and 
service to the relevant drivers and 
configuration on the system.  

• USBSTOR: The role of this key is very 
significant and one of the most important role 
as it contains information about all the USB 
devices that has ever been attached to the 
system, even if it was not connected at the time 
of seizing the system. Each key has a subkey 
that contains the information about USB 
device such as the ID of the Hardware, 
Friendly name of the device and some other 
information related to USB the purpose of 
hardware ID and friendly name is to highlight 
the manufacturer name and model name. The 
moment when the forensics investigator 
figures out that the path of the file links to an 
external USB storage device, he should look 
into this subkey and should take appropriate 
steps, to know about the device(s) that were 

attached to the system [10]. 

Services\%AdapterGUID%\Parameters\Tc
pip:
In case of attack related to the intrusion in the 
network or circulation of the malware within 
the network, this subkey is not less than a gem 
for the investigator as this subkey contains a lot 
of valuable information, as it contains the 
parameter linked to the TCP/IP network. The 
IPAddress mentioned in this subkey is the 
actual IP address that is allocated to the 
network adapter card. The Default Gateway 
contains the IP address of the gateway linked 
to the network.
 
4. Conclusion

Undoubtedly Windows registry has one of the 
important role in the forensics investigation of 
personal computers. As the components within 
the registry contains the important information 
related to the operations of the computers 
whether it is linked to hardware of the system, 
software of the system, drivers installed on the 
system, or the time stamp every aspect that is 
within the registry of the windows operating 
system is critical to the investigation. Just like 
in any other investigation where minimal 
things carry great importance [11] Windows 
registry forensics carries great importance as 
well. 
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these values can be changed as it’s under 
the control of the user every time a fresh 
installation process is carried out the 
program asks for the users details, which 
user has to enter. 

• NetworkCards: The MAC address of 
network cards and the name of the 
particular network card linking to the MAC 
address is placed within this value. When 
the MAC address of the network card is 
deliberately changed during the course of 
hacking a new subkey is added, and from 
here we can investigate if the MAC address 
is changed.  

HKEY LOCAL MACHINE\System

Once the information pertaining to the owner 
and system is gathered, the next step for the 
investigator(s) should be to check the 
configuration settings of the machine, and this 
is where we need to check HKEY LOCAL 
MACHINE\System hive, this hive maintains 
information related to the configuration setting 
that is required for booting the system and 
several other critical features required for the 
operations of the system. Some of the 
important subkeys that are within this hives are 
as follow [8]. 

Control: 
The subkey of control has the information 
regarding the controls of the operating system 
with respect to its operations from booting of 
an operating system to the networking of the 
system to windows to windows on windows 
(WOW). Time zone, system boot date and 
time, with shut down date and time can be 
found through this subkey.   
 
• Enum: This subkey has the information 
related to the hardware aspect related to the 
system, this includes the state of the hardware, 

legacy devices, and the long list continues. 
Moreover, settings related to the external 
storage devices are stored in this key. The 
accuracy of the information in this subkey is 
that it gives the exact name, and the model 
number of the storage device attached to the 
system. Now if the investigator further wishes 
to know when the device was installed, he can 
refer to the windows event log.

ControlSet001: It is one of the main control 
set, which is used by the default to boot the 
windows operating system. 

ControlSet002: In case windows is unable to 
boot using controlSet001 this is backup control 
set which can be used. There are is possibility 
that there could be more than two numbered 
control set. There is a possibility that due to the 
variation in the registry Controlset002 may not 
appear but may be controlset003 appear as a 
backup control set. The setting of every control 
set may vary, so therefore it is highly 
recommended for an investigator to keenly 
observe the control setting of the Select 
subkeys. 

Select:As cautioned earlier that if the 
investigator has to find out which control set 
setting are used at the boot of windows OS he 
must check the Select sub key. The role of this 
subkey in registry is to store information that a 
control set use to boot a computer. The select 
hive key contains the four subkeys, the 
Current, Default, Failed and the 
LastKnownGood. Among these 4 the current 
subkey is the one that has the value of the ID of 
current control set which is used for booting 
the windows. This is the reason it is important 
for an investigator to thoroughly check control 
set before examining the other configuration 
settings.

Registry”, Edith Cowan University 
Research Online. Available at: 
https://ro.ecu.edu.au/cgi/viewcontent.cg
i?article=1071&context=adf

[3] Microsoft (2018), “Structure of the 
Registry”, [online] Microsoft Windows 
Dev Center. Available at: 
https://docs.microsoft.com/en-us/windo
ws/desktop/sysinfo/structure-of-the-regi
stry

[4] Abhijeet Ramani, Somesh Kumar 
Dewangan (Nov 2014), “Digital 
Forensic Identification, Collection, 
Examination and Decoding of Windows 
Registry Keys for Discovering User 
Activities Patterns” International 
Journal of Computer Trends and 
Technology (IJCTT) volume 17 number 
2–Nov2014. Available at: 
https://mafiadoc.com/ieee-paper-templa
te-in-a4-v1_59f365cc1723dd8ee9ed8ea
4.html

[5] Microsoft (2009), “Overview of the 
Windows Registry”, [online] Microsoft 
Windows Dev Center. Available at: 
https://docs.microsoft.com/en-us/previo
us-versions/windows/it-pro/windows-se
rver-2003/cc781906(v=ws.10)

[6] Yang, S., Wang, L., Zhang, S., & Liu, J. 
(2013). “A Method on Extracting 
Registry Information from Windows CE 
Memory Images”, 2013 International 
Conference on Computer Sciences and 
Applications. Available at: 
https://ieeexplore.ieee.org/document/68
35701

[7] Saidi, R. M., Ahmad, S. A., Noor, N. M., 
& Yunos, R. (2013). “Windows registry 
analysis for forensic investigation.” 
2013 The International Conference on 

Technological Advances in Electrical, 
Electronics and Computer Engineering 
(TAEECE). Available at: 
https://ieeexplore.ieee.org/document/65
57209

[8] Chang, K., Kim, G., Kim, K., & Kim, W. 
(2007). Initial Case Analysis Using 
Windows Registry in Computer 
Forensics. Future Generation 
Communication and Networking 
Available at: 
https://ieeexplore.ieee.org/document/44
26183

[9] Shuhui Zhang, Lianhai Wang, & Lei 
Zhang. (2011). Extracting windows 
registry information from physical 
memory. 2011 3rd International 
Conference on Computer Research and 
Development. Available at: 
https://ieeexplore.ieee.org/document/57
64089

[10] Deb, S. B., & Chetry, A. (2015). “USB 
Device Forensics: Insertion and removal 
timestamps of USB devices in Windows 
8.” 2015 International Symposium on 
Advanced Computing and 
Communication (ISACC). Available at: 
https://ieeexplore.ieee.org/document/73
77371  

[11] Dr Aftab Ahmed Malik, International 
Journal For Electronic Crime 
Investigation (IJECI) Volume 1 2017. 
Available at: http://lgu.edu.pk/dfrsc/ 
journal/Journal-IJECI.pdf

4. Results and Discussions

In stage 1 classifiers i.e.; Naive Bayes, ID3, 
KNN, Decision Tree and Random Forest and 
are utilized to get the required exactness for 
each of the classifiers. In stage 2 the 
information is, on the other hand, characterized 
yet this time distinctive features strategies i.e.; 
GGA, AGA, YAGGA, and YAGGA2 are 
utilized for the upgrade of the outcomes or to 
check for any believable changes. Results 
demonstrate that ID3 with YAGGA with 15 
features chosen, lessened from 30 highlights, 
demonstrate the best execution on this dataset 
for order of phishing sites. The results are 
shown in Fig 8 with “YAGGA + ID3” shows 
the maximum accuracy up to 95%. 

Fig 8: Results of accuracy

5. Conclusion and Future work

Web Phishing attack is of serious concern. This 
work models the phishing site expectation as a 
characterization undertaking and exhibits the 

machine learning approach for foreseeing 
whether the given site is genuine site or 
phishing. The phishing dataset was taken from 
UCI learning website. The dataset contains as 
many as 11054 instances. In this research, 
several machine learning algorithms. The 
results were compared with the application of 
same machine learning algorithm along with 
feature selection algorithm. It has been noted 
that YAGGA along with ID3 has given the best 
results with approximately 95% accuracy of 
website phishing detection. In future, we will 
extend this work for other famous website 
attacks with the help of machine learning 
algorithms. 
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clients over the globe. Moreover, there had 
been a huge year on year increment in phishing 
assaults, which is appear in figure, expanding 
altogether from 203,983 of every 2013 to 
448,126 of every 2017.

As indicated by the Anti-Phishing Working 
Group (APWG), the APWG Got reports of 
630,494 extraordinary phishing locales 
recognized from the main quarter through the 
second from last quarter of 2017. The around 
the web phishing rate was 36.511% in the 
primary quarter, 32.211% in the second 
quarter, and 32.122% in the second from last 
quarter of 2017.  Besides, ISP area observed to 
be the most under assault industry area from 
first to second from last quarter of 2017 as 
appeared in Fig 1 below.

Fig 1 Phishing detection rate in 2017

Web phishing attack is comprises for many 
stages. The choice of victim and the amount of 
benefit are important parameters in web 
phishing attack.
Phishing life cycle has following stages:

i. Planning and Setup
In first stage, the phisher determine the 
objective association, an individual or a 
country to be targeted for malicious purpose. 
They uncover the sensitive information with 
respect to their objective and its system. 
Normally phishing starts by sending spoofed 

emails to the victims [2]. Victims are supposed 
to send required information via replying to the 
email. However, most of the users do not 
reveal their information through email. 

Another phishing technique can be adopted 
through creation of phishing websites. A 
combination of both aforementioned 
techniques can also be used for phishing as 
well [3] as shown in Fig 2.

Fig 2  Web-Phishing whole Plot

ii. Phishing
Assailants send mock messages to the dupe, 
utilizing gathered email tend to which request 
classified data from the dupe. Another special 
form of phishing is known as spear phishing. 
In spear phishing, target is generally a group of 
specific individuals. In addition, there are 
many other forms of phishing as depicted in 
Fig 3.

 

Fig 3 Different types of Phishing

iii. Break-in or Infiltration
In this stage, the victim taps on the pernicious 
connection and when he does that, a malware 

naturally introduces on his gadget that enables 
the phisher to get to the system, irrupt and 
change its arrangements and get to rights to it. 

iv. Information Accumulation
When the phisher access on victim’s system, 
they remove the required information. On the 
off chance that the casualty gives classified 
record points of interest, the assailant would 
then be able to get to his record, which may, in 
the end, prompt budgetary misfortunes to the 
casualty. Once the attack is successful, the 
attacker does the information collection. 
Information may contain passwords, user 
identity number, contact lists, private images, 
and credit card information. The whole 
phishing life cycle is shown in Fig 4.

Fig 4 Scenario of web phishing

Detection of phishing website is a problem of 
major concern. Various techniques such as 
fuzzy, neural systems and data mining methods 
applied, in order to, counter web-phishing 
attacks [4]. Several machine-learning methods 
also applied for detection of fake websites. 
Machine learning approach is based on both 
supervised as well as unsupervised. We have 
tested many machine-learning algorithms on 
the given data downloaded from UCI machine 
learning dataset. These algorithms include 
Naïve Bayes (NB), Support Vector Machine 

(SVM), Neural Net (NN), Random Forest 
(RF), IBK lazy classifier and Decision Tree 
(ID3). However, we have observed that 
phishing detection results can be enhanced by 
applying feature selection algorithms like 
Generating Genetic Algorithms (GGA), 
Another Genetic Algorithm (AGA) etc. In the 
end, we have shown the difference of accuracy 
between the results of those machine-learning 
algorithms applied to the data to those 
machine-learning algorithms used with feature 
selection algorithms.

The rest of research article is organized as 
follows: section II contains the previous 
related research work. Section III describes 
methodology of our work. In Section IV we 
have shown the results. In section V we have 
concluded our work.

2. Related Work

In [5] Tahir et al. have proposed a hybrid 
model, in order to, overcome phishing issue. 
Their proposed hybrid model show beats as far 
as high precision and less mistake rate. They 
completed tests in two stages. In the first stage, 
they separately performed classification 
algorithm and select the best three models on 
criteria of execution and high precision. In the 
second stage, they additionally consolidated 
each model with their best “Three” singular 
models.

In [6] authors have proposed the classification 
algorithm named as PAC (Phishing 
Associative Classification). They observed the 
execution of proposed calculation in term of 
precision measurements with four well-known 
calculations that are C4.5, PRISM, CBA, and 
MCAR.

In [7], Authors have portrayed examination in 
arrangement of phishing sites utilizing 

Fig 6: Each Feature get associated with a 
unique ID

Based on the above features in our dataset, we 
have conducted series of experiments that 
involved two streams.

1. Machine learning algorithms along with  
 Feature Selection

2. Machine learning algorithms without    
 Feature Selection.

These both streams involved series of stages 
involved in them with difference of one or 
more stages. The details of all stages involved 
are as follows.

V.  Read CSV: A simple method involved is 
the reading of CSV. A comma-delimited 
Phishing.CSV is given as an input to the 
system. The data contains as many as 11054 
instances.

VI. Cross-Validation: It is a statistical 
method, which involves evaluation and 
comparison of learning algorithms through 
dataset division [14]. The division of dataset 

brought two segments: Train dataset and Test 
dataset. K-fold cross-validation is the basic 
form of cross-validation. In our case, we have 
also cross over our data through cross- 
validation also known as X-Validation. The 
division between train dataset and Test Dataset 
also came into practice. 

VII.  Testing: After Cross validation data is 
passed through the Testing stage. Testing stage 
involves the application of multiple machine 
learning algorithms on the specific data [15]. 

VIII. Classifier: Classifier used to perform 
classification on the given data. Classification 
is actually the task of mapping function from 
input features to finite output values [16].  In 
our case, our task is to classify the given data 
according to Phishy, non-phishy (normal) 
instance based on the previous data learning. In 
our case, the classifiers are Naïve Bayes, ID3, 
KNN, Decision Tree and Random Forest. 

IX. Model Application: After then we apply 
different models to our dataset based on the 
aforementioned various models. 

X. Feature Selection: As we have 
mentioned before, our testing, analysis and 
result generation based on the comparison of 
two streams. One with Feature selection and 
other without feature selection. This is an 
important stage in the data analysis. Feature 
selection aims to choose a subset of feature 
from the available features [17][18]. We have 
used feature selection algorithm like GGA, 
AGA, YAGGA, YAGGA-2. We have used 
these feature selection algorithms along with 
classification algorithms. In result section, we 
will show the effect of performance with and 
without using feature selection algorithm.

XI. Performance: Performance is measured 
against all the stages that we have mentioned 
above. This would be the last stage of each 
stream. Results had been collected and 
compared, in order to, find best.

1. Introduction

 Web phishing is a mechanism of online 
fraud in which the victim is deceived by the 
attacker in gaining victim’s personal 
information like credit card number, financial 
accounts, address, phone numbers etc. The 
assailant makes a fake site page by replicating 
or rolling out a little improvement in the honest 
to goodness page. The fake sites are planned to 
look precisely like the bona fide site. The fast 
advancement of web applications give a ton of 
advantages to web clients to use these web 

application for making all their everyday 
exercises, for example, newspaper perusing, 
shopping, payment of many types of bills, 
ticket booking, and amusement and so forth.  
However, artisan create novel assaults that 
draws in more web client to be gotten in web of 
phishing. As per Gupta et al. [1] the entire 
number of specific phishing sites recognized in 
the primary quarter of 2014 alone was 
125,215, delineating an expansion of more 
than 11% from the 2013 figures. While a 
greater part of the phishing effort utilizes 
malevolently enrolled areas and sub-spaces, 
they have made genuine money related harm 

distinctive Machine learning calculations. 
They have applied various machine learning 
techniques including Random Forest (RF), 
C4.5, REP Tree, Decision Stump, Hoeffding 
Tree and Rotation Forest.  From the outcomes, 
it has been discovered that the Rotation Forest 
calculation with REP Tree as a classifier and 
MLP plays out the best on a full preparing and 
on diminished set, separately.

In [8] authors have utilized information- 
mining approach like supervised 
characterization, which enhances the 
frameworks precision and distinguishes more 
measure of spam and harmful URLs.

Google in [9] gives a support of safe perusing 
that enables the applications to check the 
URLs utilizing a file of suspicious areas, which 
is consistently refreshed by Google. It is a trial 
Programming interface, however, is utilized 
with Google Chrome and Mozilla Firefox, and 
it is anything but difficult to utilize.

Authors in [10] connected distinctive sorts of 
machine learning based arrangement 
calculations, including Naive Bayes (NB), 
Support Vector Machine (SVM), Neural Net 
(NN), Random Forest (RF), IBK relaxed 
classifier and Decision Tree (J48) and broaden 
Pradeep and Ravendra's work by presenting 
new order calculation named Neural Net in 
their test. In the end, they Shield clients from 
nasty or unstructured connections in Site pages 
and Texts.

Measured and looked at the execution of the 
classifier as far as precision. Neural Net 
demonstrated a decent order exactness contrast 
with others.

Authors in [11] proposed another calculation 
Linkguard calculation to give up from phishing 
assaults. This calculation utilizes attributes of 

hyperlinks to deduct the attacks. Linkguard 
algorithm examines the contrast between the 
visual connection 

and genuine connection. Link Guard is 
valuable for recognizing phishing assaults, as 
well as can shield clients from nasty or 
unstructured connections in Site pages and 
Texts.

3. Methodology

In our work, we utilized dataset for the 
examination is "Phishing Websites Dataset" 
("UCI Machine Learning Vault: Phishing Sites 
Informational collection," 2016) [12]. This 
dataset was accumulated fundamentally from 
Phish Tank archive, Miller Smiles archive, and 
Google’s seeking administrators. 

The dataset is separate into training (70%) as 
well as testing (30%) datasets. Dataset 
includes total 11054 instances. All occasions 
sorted as “1” for "Real”, “0” for "Suspicious" 
and “-1” for "Phishy".  We have used Python 
3.6  for data analysis.

The creators illuminate the key features that 
have been turned out to be strong and effective 
in foreseeing phishing sites while proposing 
some new features, tentatively allocating new 
standards to some outstanding features and 
refreshing some different features.

Features have been grouped into following 
categories:

• Address Bar-based features
• Abnormal based features
• HTML and Javascript Based features
• Domain Based Features

The address bar based features is a heuristic 
approach towards web phishing detection [13]. 

Abnormal based feature includes abnormal 
URL, anchor URL, abnormal DNS etc. [13].
We have conducted few experiments on our 
data in terms of its covariance, variance. 

In Fig 5, we have shown various characteristics 

of our data.

These characteristics include total count, 
mean, standard deviation (std) and data range 
(min & max). Therefore, analysis between 
different features is easy enough. 

Fig 5:   Count, Mean and Standard Deviation 
of each dataset feature 

In the next step, we have applied different 
machine learning techniques on our dataset. 
The dataset, as earlier said, was used to foresee 
the exactness of the acknowledgment using 
assorted classifier. For the earlier examination, 
the component assurance is not used and just 
classifiers are used to get the required accuracy 
for each of the classifiers. The data is 
obviously portrayed however this time 
particular segment decision methodologies are 
used for the update of the results or to check 
for any possible upgrades. The usage of feature 
decision procedures furthermore help in 

dimensionality diminish as feature reducing.

In Fig 6, we have correlated each feature name 
with a feature ID. In this study for feature 
selection algorithm, we used Generating 
Genetic Algorithm (GGA), Another Genetic 
Algorithm (AGA), Yet Another Generating 
Genetic (YAGGA) and Yet Another 
Generating Genetic Algorithm-2 (YAGGA2). 
The classifiers utilized were Naïve Bayes, ID3, 
KNN, Decision Tree, and Random Forest. The 
Characteristics of highlight choice calculations 
are that they select the best components on the 
premise of properties weights. 



2. Literature Review

In order to support the stance of role of 
windows registry in digital forensics 
investigation, the author has studied different 
related work. After studying various 
literatures, the following keys are highlighted 
and are explained in depth.

2.1 What Is Windows Registry?
The explanation that is derived from the 
Microsoft’s publication regarding registry, is 
that it’s a database that contains the important 
information category wise pertaining to the 
application, services and operations that are 
running on the windows [2]. The format that is 
used to structure the data in registry is of tree 
format. The tree is consists of several nodes, 
these nodes are known as keys. Then there is 
further classification of these keys, where each 
key is consist of subkeys and entries of data 
known as values. In some cases the only a 
single key is sufficient for an application to run 
or to perform the operations, and sometime it is 
necessary for an application to open a key and 
to use the values that are linked with that 
particular key. There is no limits to the amount 
of values that a key can have, and neither it’s 
mandatory that values should be in one 
particular form, values can exists in any form 
[3].  

Since windows registry deals with the critical 
operations of the windows operating system 
therefore it’s certainly not wrong to say that the 
operations are directly linked to the system, 
and user of the windows.  Windows registry is 
critical to this extent that every time when an 
application runs on a windows machine the 
first thing that’s been done by an application is 
that its record in registry, it’s technically not 
possible for any application to start without 
accessing the registry. Just to make things 
further clear, if at any point registry fails the 

operating system of the windows machine will 
fail [4]. 

2.2 Structure of Registry:
The structure of the registry is basically 
comprised of the repetition of the same pattern 
of folders called subtrees, keys and subkeys. 
The lowest level of data that is stored in the 
registry are the entries. Entries are similar to 
the files. The repetitive container leads up to 
the path to each entry, as every individual entry 
in the registry has a unique path, every entry 
that is within the registry is referred by its 
name and complete path. [5]

For accessing the windows registry in normal 
condition (Not for forensics investigation) we 
use windows registry editor tool “regedit.exe”. 
The following section of the research paper is 
about the components that a typical registry 
contains.  

2.2.1 Subtree:
The subtree is classified as the primary or the 
root segment of the registry. In a registry there 
are basically 5 core sub trees, that is further 
divided in keys, subkeys and entries 
everything that is within these keys and 
subkeys it has some values. The name of the 
value and the data of the value can consist of 
backslash characters or keys. The 5 main 
subtree are as follow.

1. HKEY_CLASSES_ROOT
2. HKEY_CURRENT_USER
3. HKEY_LOCAL_MACHINE
4. HKEY_USERS
5. HKEY_CURRENT_CONFIG

Figure 1: The main keys in a windows 
registry.

2.2.2 Key:
Once a subtree is expanded the first layer that a 
viewer can witness is of the key, key is the 
division of the registry that must contain 
minimum one subkey (like Hardware Key). 
One thing that is very important here is that 
some subtrees does not have a key at all. 

2.2.3 Subkey:
The when keys are further expanded to one 
level down one can view the subkeys. 
Moreover, there can be subkeys that are 
directly under the expansion of the keys as 
mentioned earlier that some subtrees do not 
have any key, so in such cases those subtrees 
have subkeys. The role of the subkeys is that it 
is used to save the entries and additional 
subkeys.

2.2.4 Entry:
Once the expansion of subtree reaches the 
lower level in the registry, the entries appear, 
these entries appear in the right-hand side pane 
of the registry window. Each registry is 
consists of the name of the entry followed by 
the its Data types in the registry (the Data type 
of the registry is used for identifying the format 
of the data and the length of the data which is 
to be stored in the entry) and finally a field 
which is called value. Data is stored within the 
value field of the registry. Each entry is 
identified by its name and path. The role of the 

entries in the registry is to maintain the 
configuration information of the windows 
program and windows itself. Entries are 
entirely different than subtrees, keys and 
subkeys as they exists in form of folders only 
whereas the actual information is within the 
entries.  

2.2.5 Hive Files:
The Hive Files are those files which contains 
the files that are permanently stored in the 
registry of the system. The location to check 
these hive files is in the hivelist subkey in 
HKLM\SYSTEM\CurrentControlSet\Control. 
These files are updated every time a user login 
the system the storage location of these 
registry files is in systemroot\System32\ 
Config folder. Within  HKEY_LOCAL_ 
MACHINE there are four to five hive files that 
are stored, and there is one file that is stored 
within the HKEY_USERS. The Hive files that 
are within the registry are as follow:

SAM: SAM basically stands for Security 
Accounts Manager, it possess data which is 
stored in HKLM\SAM which is related to the 
service of security of the Accounts 
management.

SECURITY:As the name suggests it carries the 
information that is relevant to the security of 
the system. The information pertaining to this 
hive is saved in HKLM\Security key.

SOFTWARE: everything which is relevant to 

the configuration of system software 
configuration is saved in HKLM\SOFTWARE 
keys.

SYSTEM: This hive file has the information 
regarding the system configuration the data for 
this hive file is saved in HKLM\SYSTEM key. 
DEFAULT: The purpose of this hive file is to 
maintain the default system information, all 
the data related to this hive is saved in 
HKEY_USERS\.DEFAULT key. 

HKEY_LOCAL_MACHINE\HARDWARE this 
particular hive is not saved as file as it is 
recreated by the system every time system 
boots up. 

2.3 Variability of the Registry:
It’s certainly not possible that two registries are 
the same, it’s because each registry saves the 
information about the hardware and the 
software which exists on the system or is 
installed, the values that are within the registry 
entries are precisely according to the system 
and it’s configuration. There are few entries 
that are only created when the windows 
machine is turned on or the time when the user 
log on. 

As mentioned before that each entry has a 
specific location, that location can be changed, 
sometime it happens when a program is 
updated. There are few registry which shifts 
the whole program to new location when a 
minor change is made to the program such as 
enabling of one particular service. 

Since there is variation in the location of 
registry it is not advisable for a programmer or 
script writer to write a script that directly refers 
to any entry in the registry, this can cause 
problem in the operations of the program if 
specifically not pointed to the required registry 
entry, there is another possibility with registry 

is that with the change in the version of the 
registry the program written to fetch specific 
registry entry might change, for all such 
purposes the recommended application 
programming interference (APIs) is win32 
API, it’s because win32 API is updated each 
time version is changed. 
  
2.4 How Registry Data is Used:
One of the most important and critical reason 
to study about registry is how data is stored in 
Registry or the mechanism of storing data into 
the registry. There are several types of data that 
are stored by a program in the registry. As 
mentioned in the previous section the main 
stream way of accessing the data by programs 
is through Win32 API. Each program working 
in relation with registry, uses API where the 
whole function of this API is to retrieve the 
data from the required entry path and the name 
from the registry. For making any change to 
the content of the registry programs uses 
standard APIs which are compatible with the 
operating system.  

Once the data is fetched using the APIs, the 
data is interpreted and implemented according 
to the functionality of the program. For 
instance if “1” is obtained as a result in the 
value it might means to enable or disable one 
particular feature of the program, which was 
previously operating other way. If in the value 
of the registry a file location is stored that 
might means that to save the program to the 
specified location or move the program to the 
specified location after the execution of the 
program.  

In windows specifically the windows Server 
2003 or higher Operating system the registry is 
used by the programs and the component of the 
operating system for the following purposes.

Setup:  This includes the setup programs that 

store the basic information related to the 
system, information related to the user, 
information related to the installed 
applications on the system, moreover, the 
information should include what drives were 
mounted on the system and what hardware 
components have been configured and 
installed on the system [6]. 
 
This process of analysis should be done in a 
proper sequence to make sure that the process 
of investigation is completed smoothly.  The 
order of this investigation is as follow. 

HKEY LOCAL MACHINE\Software:
In the preliminary phase of investigation, the 
most important thing is to know about the 
system and its owner. For digital evidence it is 
said that the more information that you get is 
more beneficial for you because it makes the 
analysis process easier.  Before carrying out 
the forensics investigation it is mandatory to 
make sure about the directory and its path in 
which the windows operating system is 
installed and at same time it is important to 
know about the owner of the system. The 
HKEY LOCAL MACHINE\Software key has 
the information about the software that are 
installed on the system. Several keys are under 
this particular hive, the content of this hives 
can vary from system to system as everyone is 
not using the same software. Under this 
software hive there is a subkey of Microsoft\ 
Windows NT\Current Version subkey that is 
critically examined and special consideration 
is given to the data that is found within this 
particular subkey, because it contains 
important information related to the software 
installed, some of the important keys are as 
follow

• CSDVersion: The data that is found inside 
this value is related to the service pack 
installed. Windows boot loader use this key 

along with the Current Version Key and 
Current Build Number key: As every 
software or a patch has a build number or 
version so that it can be easily 
differentiated if it was created before 
certain time or after that particular time [7]. 

• InstallDate: As the name of the value 
suggest that this value has to do something 
with the time stamp which is very 
important in the forensics investigation, 
this particular value contains the 
information related to the date and time 
when the operating system was installed. 
The value is stored in Hex form. There are 
some tools that are used to decode this hex 
value for knowing the exact date and time 
when OS was installed, so that if the 
suspect has formatted the hard drive and 
has installed the windows again this could 
be determined. 

• PathName and SystemRoot: The values 
within this subkey reference to the system 
directory. The default directory for system 
is %SystemDrive%:\Windows. 

• ProductID and ProductName: The data 
within these values contains information 
related to the product key of the Microsoft 
product that is usually the one that’s given 
as product key on the CD of Microsoft 
products. These values are the Microsoft 
product ID and a product name. Whereas 
the product name is simply the name of the 
operating system. 

• RegisteredOwner and Registered 
Organization: Within these values the 
information that is stpred is related to the 
users and the organisation that is using 
these software in most of the cases it’s the 
information of the actual owner of the 
software who is using theses software, 

are for windows server 2003 or the setup 
program that are required for other hardware to 
be installed on the PC, the configuration is 
added to the registry e.g. every time new 
information is added to the registry when SCSI 
adapter is installed or the settings of the display 
are altered. Moreover, all the components are 
first read by the registry to ensure that all the 
prerequisite for installation are available.

Recognizer: Every single time when computer 
is turned on, the role of recognizer starts it puts 
the configuration of hardware data in the 
registry. The hardware configuration data 
includes the list of hardware that are available 
on system. The operation of hardware 
detection is carried out by windows kernel 
(Ntoskrnl.exe) programs and hardware 
recognizer (Ntdetect.com). 

The role of the kernel program during startup 
of system is to ensure that the information 
related to the device is extracted from the 
registry this information includes the drivers 
that needs to be loaded and the sequence in 
which the drivers are supposed to be loaded. 
Another important feature of the kernel is 
reveal its own information to the registry, such 
as what kernel version currently it is, that’s 
being used by the system. 

Device Drivers:
The load perimeters along with configuration 
data is sent and received by the registry 
through device drivers. The role of the device 
driver is to report the information regarding the 
usage of system resources to the registry like 
the hardware interrupts or DMA channels that 
are utilized by one particular program. 
Registry information can be accessed by the 
device drivers or program so that smart 
installation and configuration can be provided 
to the user.

Since there is variability in programs, it is 
therefore very hard to know how a particular 
program will interpret the data of the registry. 
Registry entries are strictly dependent on 
program not the user, therefore one must not 
try to alter any registry entry of any program 
unless he/she is quite sure about the program. ]
   
2.5 Users and the Registry:
For most of the programs today, there is hardly 
any need of user to go to registry for editing 
purposes for any particular task, from 
changing preferences to changing the features 
and services of program it is all done by the 
administrative tools and windows interface for 
the ease of the user. However, there are few 
rare cases where users has to go to registry 
settings to make changes to the instance of the 
operating system.  

3.   Windows Registry Forensics:

One of the essential steps that’s being carried 
out in computer forensics is related to the 
analysis of the digital evidence, here at 
analysis stage different aspects are analysed 
which includes, the processes that are running 
on the ram when computer device was taken 
into custody, the files that are within the 
system and the files that were deleted, and 
windows registry analysis. [5] 

When it comes to the analysis of windows 
registry it not only includes the viewing of data 
that is in registry, but it also involves the 
extraction and interpretation of data with 
respect to the context of investigation and with 
respect to its existence. Therefore, firm 
knowledge and understanding about the 
components of the registry is required. [3]

In the initial phase of the investigation several 
keys should be analysed. The key which 
should be examined includes the keys which 

1. Introduction

 As there are many aspects that are 
examined by an investigator during the 
investigation of a criminal offence same goes 
with the digital forensics investigation, after 
seizing the crime scene the investigating 
officer has to take forensics image of the 
suspect system, after that it is taken to the 
forensics labs for the examination, the 
investigator here critically analyse every 
aspect of the image, and look for the foot prints 
that can help him in drawing his findings. One 
of the most important element that is analysed 

during the examination phase of the 
investigation is the examination of windows 
registry. To start with windows registry is the 
fundamental component of windows OS 
Operating system, which contains a lot of 
information regarding the configuration of the 
system. The information that is managed 
within the registry of the windows contains the 
history of the user activities, details about the 
program installed and details about the running 
programs. The storage of data is carried out in 
same way as it is done in log file [1]. Windows 
registry is explained in depth in proceeding 
parts of this research paper.  

Mounted Devices: 
The role of this subkey is to list the 
volumes/drives that have been attached to the 
system, because of this subkey one can 
determine the number of partition that were 
within the system and the auxiliary disks that 
were attached to the system inform of 
CD/DVDs drive or any other external medium 
like USB. This is another point at which the 
investigator should be cautious as this will 
show the investigator about the drives that are 
missing at the time of taking system image into 
the custody. [9]  

HKEY LOCAL MACHINE \ System \ 
Control Set \ Enum:
Moreover, this Enum subkey contains 
information related to each devices, services, 
and drivers that might have been attached to 
system at any particular point. There are 
several services that an Enum entry may 
contain like entry of ATAPI driver even if there 
is no ATAPI interface on that machine. The 
purpose of these keys is to map devices and 
service to the relevant drivers and 
configuration on the system.  

• USBSTOR: The role of this key is very 
significant and one of the most important role 
as it contains information about all the USB 
devices that has ever been attached to the 
system, even if it was not connected at the time 
of seizing the system. Each key has a subkey 
that contains the information about USB 
device such as the ID of the Hardware, 
Friendly name of the device and some other 
information related to USB the purpose of 
hardware ID and friendly name is to highlight 
the manufacturer name and model name. The 
moment when the forensics investigator 
figures out that the path of the file links to an 
external USB storage device, he should look 
into this subkey and should take appropriate 
steps, to know about the device(s) that were 

attached to the system [10]. 

Services\%AdapterGUID%\Parameters\Tc
pip:
In case of attack related to the intrusion in the 
network or circulation of the malware within 
the network, this subkey is not less than a gem 
for the investigator as this subkey contains a lot 
of valuable information, as it contains the 
parameter linked to the TCP/IP network. The 
IPAddress mentioned in this subkey is the 
actual IP address that is allocated to the 
network adapter card. The Default Gateway 
contains the IP address of the gateway linked 
to the network.
 
4. Conclusion

Undoubtedly Windows registry has one of the 
important role in the forensics investigation of 
personal computers. As the components within 
the registry contains the important information 
related to the operations of the computers 
whether it is linked to hardware of the system, 
software of the system, drivers installed on the 
system, or the time stamp every aspect that is 
within the registry of the windows operating 
system is critical to the investigation. Just like 
in any other investigation where minimal 
things carry great importance [11] Windows 
registry forensics carries great importance as 
well. 
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these values can be changed as it’s under 
the control of the user every time a fresh 
installation process is carried out the 
program asks for the users details, which 
user has to enter. 

• NetworkCards: The MAC address of 
network cards and the name of the 
particular network card linking to the MAC 
address is placed within this value. When 
the MAC address of the network card is 
deliberately changed during the course of 
hacking a new subkey is added, and from 
here we can investigate if the MAC address 
is changed.  

HKEY LOCAL MACHINE\System

Once the information pertaining to the owner 
and system is gathered, the next step for the 
investigator(s) should be to check the 
configuration settings of the machine, and this 
is where we need to check HKEY LOCAL 
MACHINE\System hive, this hive maintains 
information related to the configuration setting 
that is required for booting the system and 
several other critical features required for the 
operations of the system. Some of the 
important subkeys that are within this hives are 
as follow [8]. 

Control: 
The subkey of control has the information 
regarding the controls of the operating system 
with respect to its operations from booting of 
an operating system to the networking of the 
system to windows to windows on windows 
(WOW). Time zone, system boot date and 
time, with shut down date and time can be 
found through this subkey.   
 
• Enum: This subkey has the information 
related to the hardware aspect related to the 
system, this includes the state of the hardware, 

legacy devices, and the long list continues. 
Moreover, settings related to the external 
storage devices are stored in this key. The 
accuracy of the information in this subkey is 
that it gives the exact name, and the model 
number of the storage device attached to the 
system. Now if the investigator further wishes 
to know when the device was installed, he can 
refer to the windows event log.

ControlSet001: It is one of the main control 
set, which is used by the default to boot the 
windows operating system. 

ControlSet002: In case windows is unable to 
boot using controlSet001 this is backup control 
set which can be used. There are is possibility 
that there could be more than two numbered 
control set. There is a possibility that due to the 
variation in the registry Controlset002 may not 
appear but may be controlset003 appear as a 
backup control set. The setting of every control 
set may vary, so therefore it is highly 
recommended for an investigator to keenly 
observe the control setting of the Select 
subkeys. 

Select:As cautioned earlier that if the 
investigator has to find out which control set 
setting are used at the boot of windows OS he 
must check the Select sub key. The role of this 
subkey in registry is to store information that a 
control set use to boot a computer. The select 
hive key contains the four subkeys, the 
Current, Default, Failed and the 
LastKnownGood. Among these 4 the current 
subkey is the one that has the value of the ID of 
current control set which is used for booting 
the windows. This is the reason it is important 
for an investigator to thoroughly check control 
set before examining the other configuration 
settings.
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4. Results and Discussions

In stage 1 classifiers i.e.; Naive Bayes, ID3, 
KNN, Decision Tree and Random Forest and 
are utilized to get the required exactness for 
each of the classifiers. In stage 2 the 
information is, on the other hand, characterized 
yet this time distinctive features strategies i.e.; 
GGA, AGA, YAGGA, and YAGGA2 are 
utilized for the upgrade of the outcomes or to 
check for any believable changes. Results 
demonstrate that ID3 with YAGGA with 15 
features chosen, lessened from 30 highlights, 
demonstrate the best execution on this dataset 
for order of phishing sites. The results are 
shown in Fig 8 with “YAGGA + ID3” shows 
the maximum accuracy up to 95%. 

Fig 8: Results of accuracy

5. Conclusion and Future work

Web Phishing attack is of serious concern. This 
work models the phishing site expectation as a 
characterization undertaking and exhibits the 

machine learning approach for foreseeing 
whether the given site is genuine site or 
phishing. The phishing dataset was taken from 
UCI learning website. The dataset contains as 
many as 11054 instances. In this research, 
several machine learning algorithms. The 
results were compared with the application of 
same machine learning algorithm along with 
feature selection algorithm. It has been noted 
that YAGGA along with ID3 has given the best 
results with approximately 95% accuracy of 
website phishing detection. In future, we will 
extend this work for other famous website 
attacks with the help of machine learning 
algorithms. 
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clients over the globe. Moreover, there had 
been a huge year on year increment in phishing 
assaults, which is appear in figure, expanding 
altogether from 203,983 of every 2013 to 
448,126 of every 2017.

As indicated by the Anti-Phishing Working 
Group (APWG), the APWG Got reports of 
630,494 extraordinary phishing locales 
recognized from the main quarter through the 
second from last quarter of 2017. The around 
the web phishing rate was 36.511% in the 
primary quarter, 32.211% in the second 
quarter, and 32.122% in the second from last 
quarter of 2017.  Besides, ISP area observed to 
be the most under assault industry area from 
first to second from last quarter of 2017 as 
appeared in Fig 1 below.

Fig 1 Phishing detection rate in 2017

Web phishing attack is comprises for many 
stages. The choice of victim and the amount of 
benefit are important parameters in web 
phishing attack.
Phishing life cycle has following stages:

i. Planning and Setup
In first stage, the phisher determine the 
objective association, an individual or a 
country to be targeted for malicious purpose. 
They uncover the sensitive information with 
respect to their objective and its system. 
Normally phishing starts by sending spoofed 

emails to the victims [2]. Victims are supposed 
to send required information via replying to the 
email. However, most of the users do not 
reveal their information through email. 

Another phishing technique can be adopted 
through creation of phishing websites. A 
combination of both aforementioned 
techniques can also be used for phishing as 
well [3] as shown in Fig 2.

Fig 2  Web-Phishing whole Plot

ii. Phishing
Assailants send mock messages to the dupe, 
utilizing gathered email tend to which request 
classified data from the dupe. Another special 
form of phishing is known as spear phishing. 
In spear phishing, target is generally a group of 
specific individuals. In addition, there are 
many other forms of phishing as depicted in 
Fig 3.

 

Fig 3 Different types of Phishing

iii. Break-in or Infiltration
In this stage, the victim taps on the pernicious 
connection and when he does that, a malware 
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naturally introduces on his gadget that enables 
the phisher to get to the system, irrupt and 
change its arrangements and get to rights to it. 

iv. Information Accumulation
When the phisher access on victim’s system, 
they remove the required information. On the 
off chance that the casualty gives classified 
record points of interest, the assailant would 
then be able to get to his record, which may, in 
the end, prompt budgetary misfortunes to the 
casualty. Once the attack is successful, the 
attacker does the information collection. 
Information may contain passwords, user 
identity number, contact lists, private images, 
and credit card information. The whole 
phishing life cycle is shown in Fig 4.

Fig 4 Scenario of web phishing

Detection of phishing website is a problem of 
major concern. Various techniques such as 
fuzzy, neural systems and data mining methods 
applied, in order to, counter web-phishing 
attacks [4]. Several machine-learning methods 
also applied for detection of fake websites. 
Machine learning approach is based on both 
supervised as well as unsupervised. We have 
tested many machine-learning algorithms on 
the given data downloaded from UCI machine 
learning dataset. These algorithms include 
Naïve Bayes (NB), Support Vector Machine 

(SVM), Neural Net (NN), Random Forest 
(RF), IBK lazy classifier and Decision Tree 
(ID3). However, we have observed that 
phishing detection results can be enhanced by 
applying feature selection algorithms like 
Generating Genetic Algorithms (GGA), 
Another Genetic Algorithm (AGA) etc. In the 
end, we have shown the difference of accuracy 
between the results of those machine-learning 
algorithms applied to the data to those 
machine-learning algorithms used with feature 
selection algorithms.

The rest of research article is organized as 
follows: section II contains the previous 
related research work. Section III describes 
methodology of our work. In Section IV we 
have shown the results. In section V we have 
concluded our work.

2. Related Work

In [5] Tahir et al. have proposed a hybrid 
model, in order to, overcome phishing issue. 
Their proposed hybrid model show beats as far 
as high precision and less mistake rate. They 
completed tests in two stages. In the first stage, 
they separately performed classification 
algorithm and select the best three models on 
criteria of execution and high precision. In the 
second stage, they additionally consolidated 
each model with their best “Three” singular 
models.

In [6] authors have proposed the classification 
algorithm named as PAC (Phishing 
Associative Classification). They observed the 
execution of proposed calculation in term of 
precision measurements with four well-known 
calculations that are C4.5, PRISM, CBA, and 
MCAR.

In [7], Authors have portrayed examination in 
arrangement of phishing sites utilizing 

Fig 6: Each Feature get associated with a 
unique ID

Based on the above features in our dataset, we 
have conducted series of experiments that 
involved two streams.

1. Machine learning algorithms along with  
 Feature Selection

2. Machine learning algorithms without    
 Feature Selection.

These both streams involved series of stages 
involved in them with difference of one or 
more stages. The details of all stages involved 
are as follows.

V.  Read CSV: A simple method involved is 
the reading of CSV. A comma-delimited 
Phishing.CSV is given as an input to the 
system. The data contains as many as 11054 
instances.

VI. Cross-Validation: It is a statistical 
method, which involves evaluation and 
comparison of learning algorithms through 
dataset division [14]. The division of dataset 

brought two segments: Train dataset and Test 
dataset. K-fold cross-validation is the basic 
form of cross-validation. In our case, we have 
also cross over our data through cross- 
validation also known as X-Validation. The 
division between train dataset and Test Dataset 
also came into practice. 

VII.  Testing: After Cross validation data is 
passed through the Testing stage. Testing stage 
involves the application of multiple machine 
learning algorithms on the specific data [15]. 

VIII. Classifier: Classifier used to perform 
classification on the given data. Classification 
is actually the task of mapping function from 
input features to finite output values [16].  In 
our case, our task is to classify the given data 
according to Phishy, non-phishy (normal) 
instance based on the previous data learning. In 
our case, the classifiers are Naïve Bayes, ID3, 
KNN, Decision Tree and Random Forest. 

IX. Model Application: After then we apply 
different models to our dataset based on the 
aforementioned various models. 

X. Feature Selection: As we have 
mentioned before, our testing, analysis and 
result generation based on the comparison of 
two streams. One with Feature selection and 
other without feature selection. This is an 
important stage in the data analysis. Feature 
selection aims to choose a subset of feature 
from the available features [17][18]. We have 
used feature selection algorithm like GGA, 
AGA, YAGGA, YAGGA-2. We have used 
these feature selection algorithms along with 
classification algorithms. In result section, we 
will show the effect of performance with and 
without using feature selection algorithm.

XI. Performance: Performance is measured 
against all the stages that we have mentioned 
above. This would be the last stage of each 
stream. Results had been collected and 
compared, in order to, find best.

1. Introduction

 Web phishing is a mechanism of online 
fraud in which the victim is deceived by the 
attacker in gaining victim’s personal 
information like credit card number, financial 
accounts, address, phone numbers etc. The 
assailant makes a fake site page by replicating 
or rolling out a little improvement in the honest 
to goodness page. The fake sites are planned to 
look precisely like the bona fide site. The fast 
advancement of web applications give a ton of 
advantages to web clients to use these web 

application for making all their everyday 
exercises, for example, newspaper perusing, 
shopping, payment of many types of bills, 
ticket booking, and amusement and so forth.  
However, artisan create novel assaults that 
draws in more web client to be gotten in web of 
phishing. As per Gupta et al. [1] the entire 
number of specific phishing sites recognized in 
the primary quarter of 2014 alone was 
125,215, delineating an expansion of more 
than 11% from the 2013 figures. While a 
greater part of the phishing effort utilizes 
malevolently enrolled areas and sub-spaces, 
they have made genuine money related harm 

distinctive Machine learning calculations. 
They have applied various machine learning 
techniques including Random Forest (RF), 
C4.5, REP Tree, Decision Stump, Hoeffding 
Tree and Rotation Forest.  From the outcomes, 
it has been discovered that the Rotation Forest 
calculation with REP Tree as a classifier and 
MLP plays out the best on a full preparing and 
on diminished set, separately.

In [8] authors have utilized information- 
mining approach like supervised 
characterization, which enhances the 
frameworks precision and distinguishes more 
measure of spam and harmful URLs.

Google in [9] gives a support of safe perusing 
that enables the applications to check the 
URLs utilizing a file of suspicious areas, which 
is consistently refreshed by Google. It is a trial 
Programming interface, however, is utilized 
with Google Chrome and Mozilla Firefox, and 
it is anything but difficult to utilize.

Authors in [10] connected distinctive sorts of 
machine learning based arrangement 
calculations, including Naive Bayes (NB), 
Support Vector Machine (SVM), Neural Net 
(NN), Random Forest (RF), IBK relaxed 
classifier and Decision Tree (J48) and broaden 
Pradeep and Ravendra's work by presenting 
new order calculation named Neural Net in 
their test. In the end, they Shield clients from 
nasty or unstructured connections in Site pages 
and Texts.

Measured and looked at the execution of the 
classifier as far as precision. Neural Net 
demonstrated a decent order exactness contrast 
with others.

Authors in [11] proposed another calculation 
Linkguard calculation to give up from phishing 
assaults. This calculation utilizes attributes of 

hyperlinks to deduct the attacks. Linkguard 
algorithm examines the contrast between the 
visual connection 

and genuine connection. Link Guard is 
valuable for recognizing phishing assaults, as 
well as can shield clients from nasty or 
unstructured connections in Site pages and 
Texts.

3. Methodology

In our work, we utilized dataset for the 
examination is "Phishing Websites Dataset" 
("UCI Machine Learning Vault: Phishing Sites 
Informational collection," 2016) [12]. This 
dataset was accumulated fundamentally from 
Phish Tank archive, Miller Smiles archive, and 
Google’s seeking administrators. 

The dataset is separate into training (70%) as 
well as testing (30%) datasets. Dataset 
includes total 11054 instances. All occasions 
sorted as “1” for "Real”, “0” for "Suspicious" 
and “-1” for "Phishy".  We have used Python 
3.6  for data analysis.

The creators illuminate the key features that 
have been turned out to be strong and effective 
in foreseeing phishing sites while proposing 
some new features, tentatively allocating new 
standards to some outstanding features and 
refreshing some different features.

Features have been grouped into following 
categories:

• Address Bar-based features
• Abnormal based features
• HTML and Javascript Based features
• Domain Based Features

The address bar based features is a heuristic 
approach towards web phishing detection [13]. 

Abnormal based feature includes abnormal 
URL, anchor URL, abnormal DNS etc. [13].
We have conducted few experiments on our 
data in terms of its covariance, variance. 

In Fig 5, we have shown various characteristics 

of our data.

These characteristics include total count, 
mean, standard deviation (std) and data range 
(min & max). Therefore, analysis between 
different features is easy enough. 

Fig 5:   Count, Mean and Standard Deviation 
of each dataset feature 

In the next step, we have applied different 
machine learning techniques on our dataset. 
The dataset, as earlier said, was used to foresee 
the exactness of the acknowledgment using 
assorted classifier. For the earlier examination, 
the component assurance is not used and just 
classifiers are used to get the required accuracy 
for each of the classifiers. The data is 
obviously portrayed however this time 
particular segment decision methodologies are 
used for the update of the results or to check 
for any possible upgrades. The usage of feature 
decision procedures furthermore help in 

dimensionality diminish as feature reducing.

In Fig 6, we have correlated each feature name 
with a feature ID. In this study for feature 
selection algorithm, we used Generating 
Genetic Algorithm (GGA), Another Genetic 
Algorithm (AGA), Yet Another Generating 
Genetic (YAGGA) and Yet Another 
Generating Genetic Algorithm-2 (YAGGA2). 
The classifiers utilized were Naïve Bayes, ID3, 
KNN, Decision Tree, and Random Forest. The 
Characteristics of highlight choice calculations 
are that they select the best components on the 
premise of properties weights. 



4. Results and Discussions

In stage 1 classifiers i.e.; Naive Bayes, ID3, 
KNN, Decision Tree and Random Forest and 
are utilized to get the required exactness for 
each of the classifiers. In stage 2 the 
information is, on the other hand, characterized 
yet this time distinctive features strategies i.e.; 
GGA, AGA, YAGGA, and YAGGA2 are 
utilized for the upgrade of the outcomes or to 
check for any believable changes. Results 
demonstrate that ID3 with YAGGA with 15 
features chosen, lessened from 30 highlights, 
demonstrate the best execution on this dataset 
for order of phishing sites. The results are 
shown in Fig 8 with “YAGGA + ID3” shows 
the maximum accuracy up to 95%. 

Fig 8: Results of accuracy

5. Conclusion and Future work

Web Phishing attack is of serious concern. This 
work models the phishing site expectation as a 
characterization undertaking and exhibits the 

machine learning approach for foreseeing 
whether the given site is genuine site or 
phishing. The phishing dataset was taken from 
UCI learning website. The dataset contains as 
many as 11054 instances. In this research, 
several machine learning algorithms. The 
results were compared with the application of 
same machine learning algorithm along with 
feature selection algorithm. It has been noted 
that YAGGA along with ID3 has given the best 
results with approximately 95% accuracy of 
website phishing detection. In future, we will 
extend this work for other famous website 
attacks with the help of machine learning 
algorithms. 
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clients over the globe. Moreover, there had 
been a huge year on year increment in phishing 
assaults, which is appear in figure, expanding 
altogether from 203,983 of every 2013 to 
448,126 of every 2017.

As indicated by the Anti-Phishing Working 
Group (APWG), the APWG Got reports of 
630,494 extraordinary phishing locales 
recognized from the main quarter through the 
second from last quarter of 2017. The around 
the web phishing rate was 36.511% in the 
primary quarter, 32.211% in the second 
quarter, and 32.122% in the second from last 
quarter of 2017.  Besides, ISP area observed to 
be the most under assault industry area from 
first to second from last quarter of 2017 as 
appeared in Fig 1 below.

Fig 1 Phishing detection rate in 2017

Web phishing attack is comprises for many 
stages. The choice of victim and the amount of 
benefit are important parameters in web 
phishing attack.
Phishing life cycle has following stages:

i. Planning and Setup
In first stage, the phisher determine the 
objective association, an individual or a 
country to be targeted for malicious purpose. 
They uncover the sensitive information with 
respect to their objective and its system. 
Normally phishing starts by sending spoofed 

emails to the victims [2]. Victims are supposed 
to send required information via replying to the 
email. However, most of the users do not 
reveal their information through email. 

Another phishing technique can be adopted 
through creation of phishing websites. A 
combination of both aforementioned 
techniques can also be used for phishing as 
well [3] as shown in Fig 2.

Fig 2  Web-Phishing whole Plot

ii. Phishing
Assailants send mock messages to the dupe, 
utilizing gathered email tend to which request 
classified data from the dupe. Another special 
form of phishing is known as spear phishing. 
In spear phishing, target is generally a group of 
specific individuals. In addition, there are 
many other forms of phishing as depicted in 
Fig 3.

 

Fig 3 Different types of Phishing

iii. Break-in or Infiltration
In this stage, the victim taps on the pernicious 
connection and when he does that, a malware 

naturally introduces on his gadget that enables 
the phisher to get to the system, irrupt and 
change its arrangements and get to rights to it. 

iv. Information Accumulation
When the phisher access on victim’s system, 
they remove the required information. On the 
off chance that the casualty gives classified 
record points of interest, the assailant would 
then be able to get to his record, which may, in 
the end, prompt budgetary misfortunes to the 
casualty. Once the attack is successful, the 
attacker does the information collection. 
Information may contain passwords, user 
identity number, contact lists, private images, 
and credit card information. The whole 
phishing life cycle is shown in Fig 4.

Fig 4 Scenario of web phishing

Detection of phishing website is a problem of 
major concern. Various techniques such as 
fuzzy, neural systems and data mining methods 
applied, in order to, counter web-phishing 
attacks [4]. Several machine-learning methods 
also applied for detection of fake websites. 
Machine learning approach is based on both 
supervised as well as unsupervised. We have 
tested many machine-learning algorithms on 
the given data downloaded from UCI machine 
learning dataset. These algorithms include 
Naïve Bayes (NB), Support Vector Machine 

(SVM), Neural Net (NN), Random Forest 
(RF), IBK lazy classifier and Decision Tree 
(ID3). However, we have observed that 
phishing detection results can be enhanced by 
applying feature selection algorithms like 
Generating Genetic Algorithms (GGA), 
Another Genetic Algorithm (AGA) etc. In the 
end, we have shown the difference of accuracy 
between the results of those machine-learning 
algorithms applied to the data to those 
machine-learning algorithms used with feature 
selection algorithms.

The rest of research article is organized as 
follows: section II contains the previous 
related research work. Section III describes 
methodology of our work. In Section IV we 
have shown the results. In section V we have 
concluded our work.

2. Related Work

In [5] Tahir et al. have proposed a hybrid 
model, in order to, overcome phishing issue. 
Their proposed hybrid model show beats as far 
as high precision and less mistake rate. They 
completed tests in two stages. In the first stage, 
they separately performed classification 
algorithm and select the best three models on 
criteria of execution and high precision. In the 
second stage, they additionally consolidated 
each model with their best “Three” singular 
models.

In [6] authors have proposed the classification 
algorithm named as PAC (Phishing 
Associative Classification). They observed the 
execution of proposed calculation in term of 
precision measurements with four well-known 
calculations that are C4.5, PRISM, CBA, and 
MCAR.

In [7], Authors have portrayed examination in 
arrangement of phishing sites utilizing 

Fig 6: Each Feature get associated with a 
unique ID

Based on the above features in our dataset, we 
have conducted series of experiments that 
involved two streams.

1. Machine learning algorithms along with  
 Feature Selection

2. Machine learning algorithms without    
 Feature Selection.

These both streams involved series of stages 
involved in them with difference of one or 
more stages. The details of all stages involved 
are as follows.

V.  Read CSV: A simple method involved is 
the reading of CSV. A comma-delimited 
Phishing.CSV is given as an input to the 
system. The data contains as many as 11054 
instances.

VI. Cross-Validation: It is a statistical 
method, which involves evaluation and 
comparison of learning algorithms through 
dataset division [14]. The division of dataset 

brought two segments: Train dataset and Test 
dataset. K-fold cross-validation is the basic 
form of cross-validation. In our case, we have 
also cross over our data through cross- 
validation also known as X-Validation. The 
division between train dataset and Test Dataset 
also came into practice. 

VII.  Testing: After Cross validation data is 
passed through the Testing stage. Testing stage 
involves the application of multiple machine 
learning algorithms on the specific data [15]. 

VIII. Classifier: Classifier used to perform 
classification on the given data. Classification 
is actually the task of mapping function from 
input features to finite output values [16].  In 
our case, our task is to classify the given data 
according to Phishy, non-phishy (normal) 
instance based on the previous data learning. In 
our case, the classifiers are Naïve Bayes, ID3, 
KNN, Decision Tree and Random Forest. 

IX. Model Application: After then we apply 
different models to our dataset based on the 
aforementioned various models. 

X. Feature Selection: As we have 
mentioned before, our testing, analysis and 
result generation based on the comparison of 
two streams. One with Feature selection and 
other without feature selection. This is an 
important stage in the data analysis. Feature 
selection aims to choose a subset of feature 
from the available features [17][18]. We have 
used feature selection algorithm like GGA, 
AGA, YAGGA, YAGGA-2. We have used 
these feature selection algorithms along with 
classification algorithms. In result section, we 
will show the effect of performance with and 
without using feature selection algorithm.

XI. Performance: Performance is measured 
against all the stages that we have mentioned 
above. This would be the last stage of each 
stream. Results had been collected and 
compared, in order to, find best.

1. Introduction

 Web phishing is a mechanism of online 
fraud in which the victim is deceived by the 
attacker in gaining victim’s personal 
information like credit card number, financial 
accounts, address, phone numbers etc. The 
assailant makes a fake site page by replicating 
or rolling out a little improvement in the honest 
to goodness page. The fake sites are planned to 
look precisely like the bona fide site. The fast 
advancement of web applications give a ton of 
advantages to web clients to use these web 

application for making all their everyday 
exercises, for example, newspaper perusing, 
shopping, payment of many types of bills, 
ticket booking, and amusement and so forth.  
However, artisan create novel assaults that 
draws in more web client to be gotten in web of 
phishing. As per Gupta et al. [1] the entire 
number of specific phishing sites recognized in 
the primary quarter of 2014 alone was 
125,215, delineating an expansion of more 
than 11% from the 2013 figures. While a 
greater part of the phishing effort utilizes 
malevolently enrolled areas and sub-spaces, 
they have made genuine money related harm 
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distinctive Machine learning calculations. 
They have applied various machine learning 
techniques including Random Forest (RF), 
C4.5, REP Tree, Decision Stump, Hoeffding 
Tree and Rotation Forest.  From the outcomes, 
it has been discovered that the Rotation Forest 
calculation with REP Tree as a classifier and 
MLP plays out the best on a full preparing and 
on diminished set, separately.

In [8] authors have utilized information- 
mining approach like supervised 
characterization, which enhances the 
frameworks precision and distinguishes more 
measure of spam and harmful URLs.

Google in [9] gives a support of safe perusing 
that enables the applications to check the 
URLs utilizing a file of suspicious areas, which 
is consistently refreshed by Google. It is a trial 
Programming interface, however, is utilized 
with Google Chrome and Mozilla Firefox, and 
it is anything but difficult to utilize.

Authors in [10] connected distinctive sorts of 
machine learning based arrangement 
calculations, including Naive Bayes (NB), 
Support Vector Machine (SVM), Neural Net 
(NN), Random Forest (RF), IBK relaxed 
classifier and Decision Tree (J48) and broaden 
Pradeep and Ravendra's work by presenting 
new order calculation named Neural Net in 
their test. In the end, they Shield clients from 
nasty or unstructured connections in Site pages 
and Texts.

Measured and looked at the execution of the 
classifier as far as precision. Neural Net 
demonstrated a decent order exactness contrast 
with others.

Authors in [11] proposed another calculation 
Linkguard calculation to give up from phishing 
assaults. This calculation utilizes attributes of 

hyperlinks to deduct the attacks. Linkguard 
algorithm examines the contrast between the 
visual connection 

and genuine connection. Link Guard is 
valuable for recognizing phishing assaults, as 
well as can shield clients from nasty or 
unstructured connections in Site pages and 
Texts.

3. Methodology

In our work, we utilized dataset for the 
examination is "Phishing Websites Dataset" 
("UCI Machine Learning Vault: Phishing Sites 
Informational collection," 2016) [12]. This 
dataset was accumulated fundamentally from 
Phish Tank archive, Miller Smiles archive, and 
Google’s seeking administrators. 

The dataset is separate into training (70%) as 
well as testing (30%) datasets. Dataset 
includes total 11054 instances. All occasions 
sorted as “1” for "Real”, “0” for "Suspicious" 
and “-1” for "Phishy".  We have used Python 
3.6  for data analysis.

The creators illuminate the key features that 
have been turned out to be strong and effective 
in foreseeing phishing sites while proposing 
some new features, tentatively allocating new 
standards to some outstanding features and 
refreshing some different features.

Features have been grouped into following 
categories:

• Address Bar-based features
• Abnormal based features
• HTML and Javascript Based features
• Domain Based Features

The address bar based features is a heuristic 
approach towards web phishing detection [13]. 

Abnormal based feature includes abnormal 
URL, anchor URL, abnormal DNS etc. [13].
We have conducted few experiments on our 
data in terms of its covariance, variance. 

In Fig 5, we have shown various characteristics 

of our data.

These characteristics include total count, 
mean, standard deviation (std) and data range 
(min & max). Therefore, analysis between 
different features is easy enough. 

Fig 5:   Count, Mean and Standard Deviation 
of each dataset feature 

In the next step, we have applied different 
machine learning techniques on our dataset. 
The dataset, as earlier said, was used to foresee 
the exactness of the acknowledgment using 
assorted classifier. For the earlier examination, 
the component assurance is not used and just 
classifiers are used to get the required accuracy 
for each of the classifiers. The data is 
obviously portrayed however this time 
particular segment decision methodologies are 
used for the update of the results or to check 
for any possible upgrades. The usage of feature 
decision procedures furthermore help in 

dimensionality diminish as feature reducing.

In Fig 6, we have correlated each feature name 
with a feature ID. In this study for feature 
selection algorithm, we used Generating 
Genetic Algorithm (GGA), Another Genetic 
Algorithm (AGA), Yet Another Generating 
Genetic (YAGGA) and Yet Another 
Generating Genetic Algorithm-2 (YAGGA2). 
The classifiers utilized were Naïve Bayes, ID3, 
KNN, Decision Tree, and Random Forest. The 
Characteristics of highlight choice calculations 
are that they select the best components on the 
premise of properties weights. 

the account.28% people reveals their posts, 
pictures on social media and 11% of people 
complain that some other person uses their 
account and share inappropriate or irrelevant 
material.
Here are some advices to protect the privacy:

• User must say no to auto login whenever 
they login from other devices because it 
gives the front door to the hackers to visit 
the user profile and get useful data from 
that. So, it’s essential for the user to always 
mention “NO” whenever the system asks 
“remember me”.

• User should understand and make the use 
of the privacy setting for safety features.

• Before user enters the detail on social 
media, spend time to check privacy 
settings. Never announce on social media 
that where are you going and when will you 
come back.

• If the user gets some suspicious activity on 
the account, immediately take an action 
and report to the expert to sort out the issue 
and resolve the problem.

13. Advantages of Social Media

• Social media gives the world-wide 
connectivity and give the users a single 
platform where people can search their 
older friends or even jobs through 
Facebook, Twitter etc.

• Social media also give users the 
commonality of interest where they get 
their desired information and desired area 
of work like painting, cooking, handicrafts, 
ideas, tips, political information etc.

• It gives the facility to share real time 

information that is very much beneficial for 
teachers and students. [23] [24] It also 
provides information about the celebrities. 
They share their personal experiences so to 
become more popular and large number of 
audiences attract toward that particular 
information.

• It offers the facility of advertisement. 
Business owners advertise their products 
for free. Social media is the best approach 
to attract variety of users.

• It provides the facility of new cyclic speed 
through which the people can view the 
news on the social media sites. And day by 
day cyclic speed increases.

14. Disadvantages of Social   
 Media

• Backlash is one of the most common things 
on social media.

• Cyber bulling and crime against the 
children are one of the most important 
crimes happening around the world 
recently.

• Data is not secure and anyone can steal it. 
Personal data can be misused for the 
alternative purposes.

• There are also many chances of fraud 
because most of the websites are not 
secure.

• It is time waster because according to the 
research [25] 89% people spend their time 
on the social media instead of their work.

• Its corporate invasion of privacy and sell 
the user personal detail to the hackers.

and share their personal things easily.

• They can play games, watch movies with 
their teenagers in free time so they build a 
strong bond with them.

• Guide them about the difficulties and 
consequences they may face while using 
social media. Suggest them to read 
different blogs or posts on these issues.

11. Manage the Social Media   
 Privacy

The social media lovers share their personal 
life details in the form of selfies, photos of 
attending parties etc. to express their joys and 
enjoyments to the whole world. [19] But these 
lovers forget to save their personal data from 
the hacker that loves these types of people. 
They share their content without hesitation on 
the social media. Cyber attacker’s attacks on 
the social media account by different websites. 
The user clicks on that particular website 
without knowing the impact. Then all data 
goes to the attackers and hackers, they easily 
steal personal information, identity and on the 
basis of this information, hacker blackmails 
the user. Now the question is how the novice 
users protect themselves from such hackers. 
Let discuss some social media apps and their 
privacy:

11.1   Facebook
Facebook is one of the most common and 
oldest social media networks that gives the 
facility of uploading photos, status updates, 
check in, tag the friend, send messages, calling 
etc. The users can access the Facebook through 
mobile phones also. [20] It takes the personal 
information of the user like name, birth, 
gender etc. and this information is publicly 
available for everyone. In order to secure the 
personal data, there are four privacy setting 

like public, friends, and custom, only me etc. 
To keep ourselves secure from the hackers the 
users always select the option of only me in the 
setting.

11.2   Twitter
Twitter is second most important network on 
the social media through which people interact 
with the real world and share their information. 
Twitter posts are public and in order to make 
the twitter account private, we have to follow 
some precaution and steps:

• Only those people access you, who have 
twitter account.

• Tweets no longer remain on twitter.

• Previous tweet will be hidden after some 
specific time.

12. Safety for Every Device

Nowadays security is no longer saving only 
one machine but saving lots of machines that 
can easily be attacked by the hackers. [21] 
Users share data on daily basis, sometimes the 
quantity or quality of the information shared 
attracts the hackers and they tend to hack the 
particular accounts. Nowadays in the 21st 
century information has become a new 
currency. Mostly after downloading, every app 
asks to access the information on your device 
and users allow that without any hesitation but 
they are unaware of the consequences. The 
information can include a lot of things they 
don't really want to share. Users should try to 
avoid posting the speaking photos as it 
increases the chance of attacks According to 
the researcher by Marketo [22], Facebook is 
the top social media network because of the 
fact that over one billion of users have active 
account with Facebook and almost 13 million 
of users never ever touch privacy settings of 

media content and technologies. This kind of 
users are an easy target for attackers. Another 
problem is stalking and harassment. These 
threats do come from the attackers or any 
strangers. Mostly stalking and harassment is 
done by the family members, friends and 
people around us in our surroundings. Same 
like the pokes and bully criteria. Another 
serious problem is being compelled by the 
organization to turn over the password. This is 
mostly done when the person is going to start a 
new job. Another issue is of location-based 
services. [3] Nowadays a number of users use 
smart phones and all their activities are usually 
done by the smart phones.  Hacker can easily 
attack the people through their smart

phones by accessing their location-based 
services. Lots of the apps which are 
downloaded on daily basis ask for location 
information and their numbers are increasing 
day by day. Hackers can also attack the users 
through these apps. Last but not the least 
problem is phishing attack. This attack is done 
by giving fake policies and sending fake friend 
requests through Emails, Facebook and other 
sources. Now the question is how to protect 
ourselves from these attacks? Simply by 
creating a policy of social media. It can be 
done by creating different policies, training the 
users for using the social media in a secure 
way or by giving limited access to the social 
media. Through these solutions users can 
protect themselves from the hackers and other 
problems. These are the few problems which 
impacts on the user’s privacy. The detailed 
problems and solutions emerging because of 
social media including the definition of the 
term is discussed below.

2. Social Media

“Social” in social media means 
“conversation”. The difference between social 

media and TV is that viewers are engaged with 
the makers of the shows which they are 
watching. In  a brief timeframe TV program 
are supplanted by the web based life world. [4] 
In online communication and conversation 
users share their opinion and build 
relationships. Users share their posts, videos, 
audios and photographs. It involves a 
combination of technology, 
telecommunication and social interaction. It is 
the different form of communication as 
compared to film, television and newspaper. 

3. Privacy

Privacy means the information or data that a 
user does not want to disclose and share with 
others. [5] It is basically that kind of 
information that has potential to be misused. It 
can be the info of a group or individual. If we 
talk about an individual's privacy, it depends 
upon the user whether to share his personal 
information with others or not and in which 
manner to share that information. It is basically 
an ability of an individual or a group to share 
information about themselves. The limitations 
and materials of the privacy differ among 
individuals.

4.  Purpose of Social Media

Social media is not only used for 
communication but it can also be used for 
business connections and promotions. [6] By 
using it user cannot only find the other users 
but also the organization in which they are 
working. The purpose of social media is to 
provide a platform to the users and business 
industry to come and interact with each other 
directly. A business can be well promoted 
through social media.

5. Attack on our Privacy   
 through Social Media
5.1 Human Error
Human error is involved when somebody 
makes a slip that causes an accident or causes 
something dangerous to happen. By clicking 
on any unknown website accidently which is 
not safe can harm the privacy of user.

5.2      Malicious Attack
This attack is due to malware and spyware that 
causes the disaster. [7] According to a research 
report, about 4,000 attacks happen on daily 
basis through malicious attackers. It can 
spread through emailing, or visiting different 
unknown websites.

5.3      Phishing Scams
It is a kind of attack on social media which 
attacks the user’s personal information like 
banking details and passwords. Hackers get 
access to the personal stuff using that specific 
information and harm to the people.

6. Privacy Issues in Social   
 Media

Privacy attacks are when unauthorized user 
tries to enter in your account and get some 
private data. Anyone which is closer to you in 
family can access your account details by just 
simply watching your password. [8][9] The 
main issue of the privacy is that large amount 
of information processes each day without any 
limitation.

6.1 Challenges to Social Media
There are many challenges social media is 
facing today, few of them are

• Cookies
• Bugs
• Spyware

7. Impact on Social Media and  
 Invasion of Privacy

One of the very positive impacts of social 
media is that it provides a platform to 
geographically distributed users to come on 
single platform and share their views. Every 
user has freedom to express their views. The 
information can be easily spread by one 
medium to another without using any other 
source. Usually users don’t pay much attention 
to the privacy and secrecy issues to the 
websites. [10] [11] Government Agencies has 
rights prior to the knowledge of the user to 
access the personal information of the user. 
FBI and NWC3 are the agencies that work for 
cybercrimes and arrest the cybercriminals. 
People who hack private details of the user and 
misuse that information for their personal 
benefits are criminals. There is strict 
punishment for the criminal of almost 5-20 
years of jail with heavy fine that is unable for a 
common man to pay.

8.  Negative Effect of Social   
 Media on Society

Social media build a false sense of connection 
according to the Cornell University Steven 
Strogatz.

[12] Report States that it becomes more 
difficult for user to find a real relationship in 
the world. Users focus more on fake 
relationships on social media without knowing 
each other. By focusing on such websites most 
of energy is wasted and most importantly the 
connection between the families becomes 
weak. Cyber bulling is spreading rapidly 
nowadays in our youth. According to the CBS 
News report in 2010 [13] 42% of the children 
are harassed online and become victim. 

Another negative impact of social media is that 
seller companies show somethings and sell 
different things. There is obviously decrease in 
productivity in doing so. That makes sense of 
fraud to the customers.

9. Risk for Youth using Social  
 Media

 There are many categories of risk. 
Following are few of them that are very 
common for adolescents.

9.1  Online Harassment and Cyber   
       Bulling
Cyber bulling is one of the common ways of 
communication in which offline harassment is 
done. [14] Which can cause depression, 
anxiety or may even lead to suicide, etc. 
whereas online harassment is that where cyber 
bulling is done openly in front of whole world.

9.2   Sexting
It means sending and receiving the sexual 
messages, photographs and posts online on the 
social media that disturbs the other users. This 
phenomenon is very much popular in the 
teenage population. According to a research 
[15] [16] 20% of the users who are in their 
teenage share the sexist videos and text 
messages online.

9.3   Face book Depression
Researchers nowadays call Facebook with a 
new name that is face book depression. Most 
of the teenagers spend almost half of the day 
on social media using Facebook, different 
websites are engaged on other false activities. 
Which later turn into aggression, depression, 
anxiety and sometimes suicide. Sometimes 
social media become risky for the users 
especially if they are novice.

10. Reduce the Impact of Social  
 Media in Life

According to recent research of APS 
(Australian psychology society) teenagers are 
highly involved in the social media life, their 
ages are from 14-19 years and one of the half 
adults involve in the social media through their 
mobile phones. They usually use social media 
5 days in a week for long hours. [17] Using too 
much social media can affect the self-esteem 
of the users /youth and put a very bad impact 
on their lives. Researchers says that 42% of the 
users use social media on bed before sleeping. 
It badly affects the health e.g. back bone 
problem, sleep disorder etc. [18] Most of the 
complaints registered by the teenagers are of 
harassing and being black mailed by the 
strangers. The reason is that the 60% of the 
parents don’t give time to their children or 
don’t monitor their child activities on social 
media. Due to this reason their children get 
caught by some strangers on social media who 
harass them by hacking their accounts and get 
their personal life information. Adolescents 
don’t have idea how to protect themselves and 
how to use the social media in secure way. For 
this purpose, parents need to monitor their 
child on online world. For this purpose, 
parents may follow few tips:

• Parents must connect with their child 
through Facebook, Twitter and other 
accounts on social media. So that they 
check, what their child is posting online 
and which YouTube channel they are 
following. Due to these kinds of clues, 
parents can save their child from driving in 
the wrong direction.

• Parents should trust Children specially in 
teenage and behave like a friend to them. 
They must feel free to share their favorite 
things. In this way children also trusts them 

1. Introduction

 Social media plays an important role in 
our daily lives.

[1]. Social media is basically a source that 
connects the people to the whole world 
through internet. Social media is commonly 
used throughout the world in the form of 
Facebook, WhatsApp, Twitter, Email, Google, 
Skype, Instagram etc. These are the few 
applications through which people connect 
with each other. Social media give useful 
information to the users related to the whole 
world and helps out the users to stay connected 
with the world. [2] No doubt social media 

makes the life of the people much easier. That's 
why with the advanced technology we have an 
increasing number of applications that are 
making people's lives much easier. They forget 
that every useful thing may also have lots of 
side effects. In case of social media there are 
also some serious issues regarding to the 
privacy and security of the personal content of 
the users which may cause several problems. 
The primary thing that comes as an issue is 
account hacking of the user. Attacker can 
easily attack the users through websites. The 
users click on different links without knowing 
those websites, later on their system is infected 
and they have to suffer a lot. Attackers are 
interested in that type of users which are social 
media lovers and continuously using the social 
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15. Conclusion

Everything has a positive or negative impact it 
depends on us how we practice it. Things are 
good if we use them in a positive way. The 
misuse of the social media is on the top 
because of the irresponsible behavior of the 
parents towards their child. The parents play 
an important role in the society and in the life 
of their child. The children go towards the 
wrong track just because they don’t get love 
and attention from their parents. Mostly 
youngsters involve in the cybercrime activities 
because of the ignorance from their parents. 
Parents should be treating their child well. 
They must be living a life like a friend with 
them. They should trust them by giving little 
attention through this they can save the lives of 
innocent ones.
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4. Results and Discussions

In stage 1 classifiers i.e.; Naive Bayes, ID3, 
KNN, Decision Tree and Random Forest and 
are utilized to get the required exactness for 
each of the classifiers. In stage 2 the 
information is, on the other hand, characterized 
yet this time distinctive features strategies i.e.; 
GGA, AGA, YAGGA, and YAGGA2 are 
utilized for the upgrade of the outcomes or to 
check for any believable changes. Results 
demonstrate that ID3 with YAGGA with 15 
features chosen, lessened from 30 highlights, 
demonstrate the best execution on this dataset 
for order of phishing sites. The results are 
shown in Fig 8 with “YAGGA + ID3” shows 
the maximum accuracy up to 95%. 

Fig 8: Results of accuracy

5. Conclusion and Future work

Web Phishing attack is of serious concern. This 
work models the phishing site expectation as a 
characterization undertaking and exhibits the 

machine learning approach for foreseeing 
whether the given site is genuine site or 
phishing. The phishing dataset was taken from 
UCI learning website. The dataset contains as 
many as 11054 instances. In this research, 
several machine learning algorithms. The 
results were compared with the application of 
same machine learning algorithm along with 
feature selection algorithm. It has been noted 
that YAGGA along with ID3 has given the best 
results with approximately 95% accuracy of 
website phishing detection. In future, we will 
extend this work for other famous website 
attacks with the help of machine learning 
algorithms. 
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clients over the globe. Moreover, there had 
been a huge year on year increment in phishing 
assaults, which is appear in figure, expanding 
altogether from 203,983 of every 2013 to 
448,126 of every 2017.

As indicated by the Anti-Phishing Working 
Group (APWG), the APWG Got reports of 
630,494 extraordinary phishing locales 
recognized from the main quarter through the 
second from last quarter of 2017. The around 
the web phishing rate was 36.511% in the 
primary quarter, 32.211% in the second 
quarter, and 32.122% in the second from last 
quarter of 2017.  Besides, ISP area observed to 
be the most under assault industry area from 
first to second from last quarter of 2017 as 
appeared in Fig 1 below.

Fig 1 Phishing detection rate in 2017

Web phishing attack is comprises for many 
stages. The choice of victim and the amount of 
benefit are important parameters in web 
phishing attack.
Phishing life cycle has following stages:

i. Planning and Setup
In first stage, the phisher determine the 
objective association, an individual or a 
country to be targeted for malicious purpose. 
They uncover the sensitive information with 
respect to their objective and its system. 
Normally phishing starts by sending spoofed 

emails to the victims [2]. Victims are supposed 
to send required information via replying to the 
email. However, most of the users do not 
reveal their information through email. 

Another phishing technique can be adopted 
through creation of phishing websites. A 
combination of both aforementioned 
techniques can also be used for phishing as 
well [3] as shown in Fig 2.

Fig 2  Web-Phishing whole Plot

ii. Phishing
Assailants send mock messages to the dupe, 
utilizing gathered email tend to which request 
classified data from the dupe. Another special 
form of phishing is known as spear phishing. 
In spear phishing, target is generally a group of 
specific individuals. In addition, there are 
many other forms of phishing as depicted in 
Fig 3.

 

Fig 3 Different types of Phishing

iii. Break-in or Infiltration
In this stage, the victim taps on the pernicious 
connection and when he does that, a malware 

naturally introduces on his gadget that enables 
the phisher to get to the system, irrupt and 
change its arrangements and get to rights to it. 

iv. Information Accumulation
When the phisher access on victim’s system, 
they remove the required information. On the 
off chance that the casualty gives classified 
record points of interest, the assailant would 
then be able to get to his record, which may, in 
the end, prompt budgetary misfortunes to the 
casualty. Once the attack is successful, the 
attacker does the information collection. 
Information may contain passwords, user 
identity number, contact lists, private images, 
and credit card information. The whole 
phishing life cycle is shown in Fig 4.

Fig 4 Scenario of web phishing

Detection of phishing website is a problem of 
major concern. Various techniques such as 
fuzzy, neural systems and data mining methods 
applied, in order to, counter web-phishing 
attacks [4]. Several machine-learning methods 
also applied for detection of fake websites. 
Machine learning approach is based on both 
supervised as well as unsupervised. We have 
tested many machine-learning algorithms on 
the given data downloaded from UCI machine 
learning dataset. These algorithms include 
Naïve Bayes (NB), Support Vector Machine 

(SVM), Neural Net (NN), Random Forest 
(RF), IBK lazy classifier and Decision Tree 
(ID3). However, we have observed that 
phishing detection results can be enhanced by 
applying feature selection algorithms like 
Generating Genetic Algorithms (GGA), 
Another Genetic Algorithm (AGA) etc. In the 
end, we have shown the difference of accuracy 
between the results of those machine-learning 
algorithms applied to the data to those 
machine-learning algorithms used with feature 
selection algorithms.

The rest of research article is organized as 
follows: section II contains the previous 
related research work. Section III describes 
methodology of our work. In Section IV we 
have shown the results. In section V we have 
concluded our work.

2. Related Work

In [5] Tahir et al. have proposed a hybrid 
model, in order to, overcome phishing issue. 
Their proposed hybrid model show beats as far 
as high precision and less mistake rate. They 
completed tests in two stages. In the first stage, 
they separately performed classification 
algorithm and select the best three models on 
criteria of execution and high precision. In the 
second stage, they additionally consolidated 
each model with their best “Three” singular 
models.

In [6] authors have proposed the classification 
algorithm named as PAC (Phishing 
Associative Classification). They observed the 
execution of proposed calculation in term of 
precision measurements with four well-known 
calculations that are C4.5, PRISM, CBA, and 
MCAR.

In [7], Authors have portrayed examination in 
arrangement of phishing sites utilizing 

Fig 6: Each Feature get associated with a 
unique ID

Based on the above features in our dataset, we 
have conducted series of experiments that 
involved two streams.

1. Machine learning algorithms along with  
 Feature Selection

2. Machine learning algorithms without    
 Feature Selection.

These both streams involved series of stages 
involved in them with difference of one or 
more stages. The details of all stages involved 
are as follows.

V.  Read CSV: A simple method involved is 
the reading of CSV. A comma-delimited 
Phishing.CSV is given as an input to the 
system. The data contains as many as 11054 
instances.

VI. Cross-Validation: It is a statistical 
method, which involves evaluation and 
comparison of learning algorithms through 
dataset division [14]. The division of dataset 

brought two segments: Train dataset and Test 
dataset. K-fold cross-validation is the basic 
form of cross-validation. In our case, we have 
also cross over our data through cross- 
validation also known as X-Validation. The 
division between train dataset and Test Dataset 
also came into practice. 

VII.  Testing: After Cross validation data is 
passed through the Testing stage. Testing stage 
involves the application of multiple machine 
learning algorithms on the specific data [15]. 

VIII. Classifier: Classifier used to perform 
classification on the given data. Classification 
is actually the task of mapping function from 
input features to finite output values [16].  In 
our case, our task is to classify the given data 
according to Phishy, non-phishy (normal) 
instance based on the previous data learning. In 
our case, the classifiers are Naïve Bayes, ID3, 
KNN, Decision Tree and Random Forest. 

IX. Model Application: After then we apply 
different models to our dataset based on the 
aforementioned various models. 

X. Feature Selection: As we have 
mentioned before, our testing, analysis and 
result generation based on the comparison of 
two streams. One with Feature selection and 
other without feature selection. This is an 
important stage in the data analysis. Feature 
selection aims to choose a subset of feature 
from the available features [17][18]. We have 
used feature selection algorithm like GGA, 
AGA, YAGGA, YAGGA-2. We have used 
these feature selection algorithms along with 
classification algorithms. In result section, we 
will show the effect of performance with and 
without using feature selection algorithm.

XI. Performance: Performance is measured 
against all the stages that we have mentioned 
above. This would be the last stage of each 
stream. Results had been collected and 
compared, in order to, find best.

1. Introduction

 Web phishing is a mechanism of online 
fraud in which the victim is deceived by the 
attacker in gaining victim’s personal 
information like credit card number, financial 
accounts, address, phone numbers etc. The 
assailant makes a fake site page by replicating 
or rolling out a little improvement in the honest 
to goodness page. The fake sites are planned to 
look precisely like the bona fide site. The fast 
advancement of web applications give a ton of 
advantages to web clients to use these web 

application for making all their everyday 
exercises, for example, newspaper perusing, 
shopping, payment of many types of bills, 
ticket booking, and amusement and so forth.  
However, artisan create novel assaults that 
draws in more web client to be gotten in web of 
phishing. As per Gupta et al. [1] the entire 
number of specific phishing sites recognized in 
the primary quarter of 2014 alone was 
125,215, delineating an expansion of more 
than 11% from the 2013 figures. While a 
greater part of the phishing effort utilizes 
malevolently enrolled areas and sub-spaces, 
they have made genuine money related harm 

distinctive Machine learning calculations. 
They have applied various machine learning 
techniques including Random Forest (RF), 
C4.5, REP Tree, Decision Stump, Hoeffding 
Tree and Rotation Forest.  From the outcomes, 
it has been discovered that the Rotation Forest 
calculation with REP Tree as a classifier and 
MLP plays out the best on a full preparing and 
on diminished set, separately.

In [8] authors have utilized information- 
mining approach like supervised 
characterization, which enhances the 
frameworks precision and distinguishes more 
measure of spam and harmful URLs.

Google in [9] gives a support of safe perusing 
that enables the applications to check the 
URLs utilizing a file of suspicious areas, which 
is consistently refreshed by Google. It is a trial 
Programming interface, however, is utilized 
with Google Chrome and Mozilla Firefox, and 
it is anything but difficult to utilize.

Authors in [10] connected distinctive sorts of 
machine learning based arrangement 
calculations, including Naive Bayes (NB), 
Support Vector Machine (SVM), Neural Net 
(NN), Random Forest (RF), IBK relaxed 
classifier and Decision Tree (J48) and broaden 
Pradeep and Ravendra's work by presenting 
new order calculation named Neural Net in 
their test. In the end, they Shield clients from 
nasty or unstructured connections in Site pages 
and Texts.

Measured and looked at the execution of the 
classifier as far as precision. Neural Net 
demonstrated a decent order exactness contrast 
with others.

Authors in [11] proposed another calculation 
Linkguard calculation to give up from phishing 
assaults. This calculation utilizes attributes of 

hyperlinks to deduct the attacks. Linkguard 
algorithm examines the contrast between the 
visual connection 

and genuine connection. Link Guard is 
valuable for recognizing phishing assaults, as 
well as can shield clients from nasty or 
unstructured connections in Site pages and 
Texts.

3. Methodology

In our work, we utilized dataset for the 
examination is "Phishing Websites Dataset" 
("UCI Machine Learning Vault: Phishing Sites 
Informational collection," 2016) [12]. This 
dataset was accumulated fundamentally from 
Phish Tank archive, Miller Smiles archive, and 
Google’s seeking administrators. 

The dataset is separate into training (70%) as 
well as testing (30%) datasets. Dataset 
includes total 11054 instances. All occasions 
sorted as “1” for "Real”, “0” for "Suspicious" 
and “-1” for "Phishy".  We have used Python 
3.6  for data analysis.

The creators illuminate the key features that 
have been turned out to be strong and effective 
in foreseeing phishing sites while proposing 
some new features, tentatively allocating new 
standards to some outstanding features and 
refreshing some different features.

Features have been grouped into following 
categories:

• Address Bar-based features
• Abnormal based features
• HTML and Javascript Based features
• Domain Based Features

The address bar based features is a heuristic 
approach towards web phishing detection [13]. 

Abnormal based feature includes abnormal 
URL, anchor URL, abnormal DNS etc. [13].
We have conducted few experiments on our 
data in terms of its covariance, variance. 

In Fig 5, we have shown various characteristics 

of our data.

These characteristics include total count, 
mean, standard deviation (std) and data range 
(min & max). Therefore, analysis between 
different features is easy enough. 
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Fig 5:   Count, Mean and Standard Deviation 
of each dataset feature 

In the next step, we have applied different 
machine learning techniques on our dataset. 
The dataset, as earlier said, was used to foresee 
the exactness of the acknowledgment using 
assorted classifier. For the earlier examination, 
the component assurance is not used and just 
classifiers are used to get the required accuracy 
for each of the classifiers. The data is 
obviously portrayed however this time 
particular segment decision methodologies are 
used for the update of the results or to check 
for any possible upgrades. The usage of feature 
decision procedures furthermore help in 

dimensionality diminish as feature reducing.

In Fig 6, we have correlated each feature name 
with a feature ID. In this study for feature 
selection algorithm, we used Generating 
Genetic Algorithm (GGA), Another Genetic 
Algorithm (AGA), Yet Another Generating 
Genetic (YAGGA) and Yet Another 
Generating Genetic Algorithm-2 (YAGGA2). 
The classifiers utilized were Naïve Bayes, ID3, 
KNN, Decision Tree, and Random Forest. The 
Characteristics of highlight choice calculations 
are that they select the best components on the 
premise of properties weights. 

the account.28% people reveals their posts, 
pictures on social media and 11% of people 
complain that some other person uses their 
account and share inappropriate or irrelevant 
material.
Here are some advices to protect the privacy:

• User must say no to auto login whenever 
they login from other devices because it 
gives the front door to the hackers to visit 
the user profile and get useful data from 
that. So, it’s essential for the user to always 
mention “NO” whenever the system asks 
“remember me”.

• User should understand and make the use 
of the privacy setting for safety features.

• Before user enters the detail on social 
media, spend time to check privacy 
settings. Never announce on social media 
that where are you going and when will you 
come back.

• If the user gets some suspicious activity on 
the account, immediately take an action 
and report to the expert to sort out the issue 
and resolve the problem.

13. Advantages of Social Media

• Social media gives the world-wide 
connectivity and give the users a single 
platform where people can search their 
older friends or even jobs through 
Facebook, Twitter etc.

• Social media also give users the 
commonality of interest where they get 
their desired information and desired area 
of work like painting, cooking, handicrafts, 
ideas, tips, political information etc.

• It gives the facility to share real time 

information that is very much beneficial for 
teachers and students. [23] [24] It also 
provides information about the celebrities. 
They share their personal experiences so to 
become more popular and large number of 
audiences attract toward that particular 
information.

• It offers the facility of advertisement. 
Business owners advertise their products 
for free. Social media is the best approach 
to attract variety of users.

• It provides the facility of new cyclic speed 
through which the people can view the 
news on the social media sites. And day by 
day cyclic speed increases.

14. Disadvantages of Social   
 Media

• Backlash is one of the most common things 
on social media.

• Cyber bulling and crime against the 
children are one of the most important 
crimes happening around the world 
recently.

• Data is not secure and anyone can steal it. 
Personal data can be misused for the 
alternative purposes.

• There are also many chances of fraud 
because most of the websites are not 
secure.

• It is time waster because according to the 
research [25] 89% people spend their time 
on the social media instead of their work.

• Its corporate invasion of privacy and sell 
the user personal detail to the hackers.

and share their personal things easily.

• They can play games, watch movies with 
their teenagers in free time so they build a 
strong bond with them.

• Guide them about the difficulties and 
consequences they may face while using 
social media. Suggest them to read 
different blogs or posts on these issues.

11. Manage the Social Media   
 Privacy

The social media lovers share their personal 
life details in the form of selfies, photos of 
attending parties etc. to express their joys and 
enjoyments to the whole world. [19] But these 
lovers forget to save their personal data from 
the hacker that loves these types of people. 
They share their content without hesitation on 
the social media. Cyber attacker’s attacks on 
the social media account by different websites. 
The user clicks on that particular website 
without knowing the impact. Then all data 
goes to the attackers and hackers, they easily 
steal personal information, identity and on the 
basis of this information, hacker blackmails 
the user. Now the question is how the novice 
users protect themselves from such hackers. 
Let discuss some social media apps and their 
privacy:

11.1   Facebook
Facebook is one of the most common and 
oldest social media networks that gives the 
facility of uploading photos, status updates, 
check in, tag the friend, send messages, calling 
etc. The users can access the Facebook through 
mobile phones also. [20] It takes the personal 
information of the user like name, birth, 
gender etc. and this information is publicly 
available for everyone. In order to secure the 
personal data, there are four privacy setting 

like public, friends, and custom, only me etc. 
To keep ourselves secure from the hackers the 
users always select the option of only me in the 
setting.

11.2   Twitter
Twitter is second most important network on 
the social media through which people interact 
with the real world and share their information. 
Twitter posts are public and in order to make 
the twitter account private, we have to follow 
some precaution and steps:

• Only those people access you, who have 
twitter account.

• Tweets no longer remain on twitter.

• Previous tweet will be hidden after some 
specific time.

12. Safety for Every Device

Nowadays security is no longer saving only 
one machine but saving lots of machines that 
can easily be attacked by the hackers. [21] 
Users share data on daily basis, sometimes the 
quantity or quality of the information shared 
attracts the hackers and they tend to hack the 
particular accounts. Nowadays in the 21st 
century information has become a new 
currency. Mostly after downloading, every app 
asks to access the information on your device 
and users allow that without any hesitation but 
they are unaware of the consequences. The 
information can include a lot of things they 
don't really want to share. Users should try to 
avoid posting the speaking photos as it 
increases the chance of attacks According to 
the researcher by Marketo [22], Facebook is 
the top social media network because of the 
fact that over one billion of users have active 
account with Facebook and almost 13 million 
of users never ever touch privacy settings of 

media content and technologies. This kind of 
users are an easy target for attackers. Another 
problem is stalking and harassment. These 
threats do come from the attackers or any 
strangers. Mostly stalking and harassment is 
done by the family members, friends and 
people around us in our surroundings. Same 
like the pokes and bully criteria. Another 
serious problem is being compelled by the 
organization to turn over the password. This is 
mostly done when the person is going to start a 
new job. Another issue is of location-based 
services. [3] Nowadays a number of users use 
smart phones and all their activities are usually 
done by the smart phones.  Hacker can easily 
attack the people through their smart

phones by accessing their location-based 
services. Lots of the apps which are 
downloaded on daily basis ask for location 
information and their numbers are increasing 
day by day. Hackers can also attack the users 
through these apps. Last but not the least 
problem is phishing attack. This attack is done 
by giving fake policies and sending fake friend 
requests through Emails, Facebook and other 
sources. Now the question is how to protect 
ourselves from these attacks? Simply by 
creating a policy of social media. It can be 
done by creating different policies, training the 
users for using the social media in a secure 
way or by giving limited access to the social 
media. Through these solutions users can 
protect themselves from the hackers and other 
problems. These are the few problems which 
impacts on the user’s privacy. The detailed 
problems and solutions emerging because of 
social media including the definition of the 
term is discussed below.

2. Social Media

“Social” in social media means 
“conversation”. The difference between social 

media and TV is that viewers are engaged with 
the makers of the shows which they are 
watching. In  a brief timeframe TV program 
are supplanted by the web based life world. [4] 
In online communication and conversation 
users share their opinion and build 
relationships. Users share their posts, videos, 
audios and photographs. It involves a 
combination of technology, 
telecommunication and social interaction. It is 
the different form of communication as 
compared to film, television and newspaper. 

3. Privacy

Privacy means the information or data that a 
user does not want to disclose and share with 
others. [5] It is basically that kind of 
information that has potential to be misused. It 
can be the info of a group or individual. If we 
talk about an individual's privacy, it depends 
upon the user whether to share his personal 
information with others or not and in which 
manner to share that information. It is basically 
an ability of an individual or a group to share 
information about themselves. The limitations 
and materials of the privacy differ among 
individuals.

4.  Purpose of Social Media

Social media is not only used for 
communication but it can also be used for 
business connections and promotions. [6] By 
using it user cannot only find the other users 
but also the organization in which they are 
working. The purpose of social media is to 
provide a platform to the users and business 
industry to come and interact with each other 
directly. A business can be well promoted 
through social media.

5. Attack on our Privacy   
 through Social Media
5.1 Human Error
Human error is involved when somebody 
makes a slip that causes an accident or causes 
something dangerous to happen. By clicking 
on any unknown website accidently which is 
not safe can harm the privacy of user.

5.2      Malicious Attack
This attack is due to malware and spyware that 
causes the disaster. [7] According to a research 
report, about 4,000 attacks happen on daily 
basis through malicious attackers. It can 
spread through emailing, or visiting different 
unknown websites.

5.3      Phishing Scams
It is a kind of attack on social media which 
attacks the user’s personal information like 
banking details and passwords. Hackers get 
access to the personal stuff using that specific 
information and harm to the people.

6. Privacy Issues in Social   
 Media

Privacy attacks are when unauthorized user 
tries to enter in your account and get some 
private data. Anyone which is closer to you in 
family can access your account details by just 
simply watching your password. [8][9] The 
main issue of the privacy is that large amount 
of information processes each day without any 
limitation.

6.1 Challenges to Social Media
There are many challenges social media is 
facing today, few of them are

• Cookies
• Bugs
• Spyware

7. Impact on Social Media and  
 Invasion of Privacy

One of the very positive impacts of social 
media is that it provides a platform to 
geographically distributed users to come on 
single platform and share their views. Every 
user has freedom to express their views. The 
information can be easily spread by one 
medium to another without using any other 
source. Usually users don’t pay much attention 
to the privacy and secrecy issues to the 
websites. [10] [11] Government Agencies has 
rights prior to the knowledge of the user to 
access the personal information of the user. 
FBI and NWC3 are the agencies that work for 
cybercrimes and arrest the cybercriminals. 
People who hack private details of the user and 
misuse that information for their personal 
benefits are criminals. There is strict 
punishment for the criminal of almost 5-20 
years of jail with heavy fine that is unable for a 
common man to pay.

8.  Negative Effect of Social   
 Media on Society

Social media build a false sense of connection 
according to the Cornell University Steven 
Strogatz.

[12] Report States that it becomes more 
difficult for user to find a real relationship in 
the world. Users focus more on fake 
relationships on social media without knowing 
each other. By focusing on such websites most 
of energy is wasted and most importantly the 
connection between the families becomes 
weak. Cyber bulling is spreading rapidly 
nowadays in our youth. According to the CBS 
News report in 2010 [13] 42% of the children 
are harassed online and become victim. 

Another negative impact of social media is that 
seller companies show somethings and sell 
different things. There is obviously decrease in 
productivity in doing so. That makes sense of 
fraud to the customers.

9. Risk for Youth using Social  
 Media

 There are many categories of risk. 
Following are few of them that are very 
common for adolescents.

9.1  Online Harassment and Cyber   
       Bulling
Cyber bulling is one of the common ways of 
communication in which offline harassment is 
done. [14] Which can cause depression, 
anxiety or may even lead to suicide, etc. 
whereas online harassment is that where cyber 
bulling is done openly in front of whole world.

9.2   Sexting
It means sending and receiving the sexual 
messages, photographs and posts online on the 
social media that disturbs the other users. This 
phenomenon is very much popular in the 
teenage population. According to a research 
[15] [16] 20% of the users who are in their 
teenage share the sexist videos and text 
messages online.

9.3   Face book Depression
Researchers nowadays call Facebook with a 
new name that is face book depression. Most 
of the teenagers spend almost half of the day 
on social media using Facebook, different 
websites are engaged on other false activities. 
Which later turn into aggression, depression, 
anxiety and sometimes suicide. Sometimes 
social media become risky for the users 
especially if they are novice.

10. Reduce the Impact of Social  
 Media in Life

According to recent research of APS 
(Australian psychology society) teenagers are 
highly involved in the social media life, their 
ages are from 14-19 years and one of the half 
adults involve in the social media through their 
mobile phones. They usually use social media 
5 days in a week for long hours. [17] Using too 
much social media can affect the self-esteem 
of the users /youth and put a very bad impact 
on their lives. Researchers says that 42% of the 
users use social media on bed before sleeping. 
It badly affects the health e.g. back bone 
problem, sleep disorder etc. [18] Most of the 
complaints registered by the teenagers are of 
harassing and being black mailed by the 
strangers. The reason is that the 60% of the 
parents don’t give time to their children or 
don’t monitor their child activities on social 
media. Due to this reason their children get 
caught by some strangers on social media who 
harass them by hacking their accounts and get 
their personal life information. Adolescents 
don’t have idea how to protect themselves and 
how to use the social media in secure way. For 
this purpose, parents need to monitor their 
child on online world. For this purpose, 
parents may follow few tips:

• Parents must connect with their child 
through Facebook, Twitter and other 
accounts on social media. So that they 
check, what their child is posting online 
and which YouTube channel they are 
following. Due to these kinds of clues, 
parents can save their child from driving in 
the wrong direction.

• Parents should trust Children specially in 
teenage and behave like a friend to them. 
They must feel free to share their favorite 
things. In this way children also trusts them 

1. Introduction

 Social media plays an important role in 
our daily lives.

[1]. Social media is basically a source that 
connects the people to the whole world 
through internet. Social media is commonly 
used throughout the world in the form of 
Facebook, WhatsApp, Twitter, Email, Google, 
Skype, Instagram etc. These are the few 
applications through which people connect 
with each other. Social media give useful 
information to the users related to the whole 
world and helps out the users to stay connected 
with the world. [2] No doubt social media 

makes the life of the people much easier. That's 
why with the advanced technology we have an 
increasing number of applications that are 
making people's lives much easier. They forget 
that every useful thing may also have lots of 
side effects. In case of social media there are 
also some serious issues regarding to the 
privacy and security of the personal content of 
the users which may cause several problems. 
The primary thing that comes as an issue is 
account hacking of the user. Attacker can 
easily attack the users through websites. The 
users click on different links without knowing 
those websites, later on their system is infected 
and they have to suffer a lot. Attackers are 
interested in that type of users which are social 
media lovers and continuously using the social 
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15. Conclusion

Everything has a positive or negative impact it 
depends on us how we practice it. Things are 
good if we use them in a positive way. The 
misuse of the social media is on the top 
because of the irresponsible behavior of the 
parents towards their child. The parents play 
an important role in the society and in the life 
of their child. The children go towards the 
wrong track just because they don’t get love 
and attention from their parents. Mostly 
youngsters involve in the cybercrime activities 
because of the ignorance from their parents. 
Parents should be treating their child well. 
They must be living a life like a friend with 
them. They should trust them by giving little 
attention through this they can save the lives of 
innocent ones.
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4. Results and Discussions

In stage 1 classifiers i.e.; Naive Bayes, ID3, 
KNN, Decision Tree and Random Forest and 
are utilized to get the required exactness for 
each of the classifiers. In stage 2 the 
information is, on the other hand, characterized 
yet this time distinctive features strategies i.e.; 
GGA, AGA, YAGGA, and YAGGA2 are 
utilized for the upgrade of the outcomes or to 
check for any believable changes. Results 
demonstrate that ID3 with YAGGA with 15 
features chosen, lessened from 30 highlights, 
demonstrate the best execution on this dataset 
for order of phishing sites. The results are 
shown in Fig 8 with “YAGGA + ID3” shows 
the maximum accuracy up to 95%. 

Fig 8: Results of accuracy

5. Conclusion and Future work

Web Phishing attack is of serious concern. This 
work models the phishing site expectation as a 
characterization undertaking and exhibits the 

machine learning approach for foreseeing 
whether the given site is genuine site or 
phishing. The phishing dataset was taken from 
UCI learning website. The dataset contains as 
many as 11054 instances. In this research, 
several machine learning algorithms. The 
results were compared with the application of 
same machine learning algorithm along with 
feature selection algorithm. It has been noted 
that YAGGA along with ID3 has given the best 
results with approximately 95% accuracy of 
website phishing detection. In future, we will 
extend this work for other famous website 
attacks with the help of machine learning 
algorithms. 
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clients over the globe. Moreover, there had 
been a huge year on year increment in phishing 
assaults, which is appear in figure, expanding 
altogether from 203,983 of every 2013 to 
448,126 of every 2017.

As indicated by the Anti-Phishing Working 
Group (APWG), the APWG Got reports of 
630,494 extraordinary phishing locales 
recognized from the main quarter through the 
second from last quarter of 2017. The around 
the web phishing rate was 36.511% in the 
primary quarter, 32.211% in the second 
quarter, and 32.122% in the second from last 
quarter of 2017.  Besides, ISP area observed to 
be the most under assault industry area from 
first to second from last quarter of 2017 as 
appeared in Fig 1 below.

Fig 1 Phishing detection rate in 2017

Web phishing attack is comprises for many 
stages. The choice of victim and the amount of 
benefit are important parameters in web 
phishing attack.
Phishing life cycle has following stages:

i. Planning and Setup
In first stage, the phisher determine the 
objective association, an individual or a 
country to be targeted for malicious purpose. 
They uncover the sensitive information with 
respect to their objective and its system. 
Normally phishing starts by sending spoofed 

emails to the victims [2]. Victims are supposed 
to send required information via replying to the 
email. However, most of the users do not 
reveal their information through email. 

Another phishing technique can be adopted 
through creation of phishing websites. A 
combination of both aforementioned 
techniques can also be used for phishing as 
well [3] as shown in Fig 2.

Fig 2  Web-Phishing whole Plot

ii. Phishing
Assailants send mock messages to the dupe, 
utilizing gathered email tend to which request 
classified data from the dupe. Another special 
form of phishing is known as spear phishing. 
In spear phishing, target is generally a group of 
specific individuals. In addition, there are 
many other forms of phishing as depicted in 
Fig 3.

 

Fig 3 Different types of Phishing

iii. Break-in or Infiltration
In this stage, the victim taps on the pernicious 
connection and when he does that, a malware 

naturally introduces on his gadget that enables 
the phisher to get to the system, irrupt and 
change its arrangements and get to rights to it. 

iv. Information Accumulation
When the phisher access on victim’s system, 
they remove the required information. On the 
off chance that the casualty gives classified 
record points of interest, the assailant would 
then be able to get to his record, which may, in 
the end, prompt budgetary misfortunes to the 
casualty. Once the attack is successful, the 
attacker does the information collection. 
Information may contain passwords, user 
identity number, contact lists, private images, 
and credit card information. The whole 
phishing life cycle is shown in Fig 4.

Fig 4 Scenario of web phishing

Detection of phishing website is a problem of 
major concern. Various techniques such as 
fuzzy, neural systems and data mining methods 
applied, in order to, counter web-phishing 
attacks [4]. Several machine-learning methods 
also applied for detection of fake websites. 
Machine learning approach is based on both 
supervised as well as unsupervised. We have 
tested many machine-learning algorithms on 
the given data downloaded from UCI machine 
learning dataset. These algorithms include 
Naïve Bayes (NB), Support Vector Machine 

(SVM), Neural Net (NN), Random Forest 
(RF), IBK lazy classifier and Decision Tree 
(ID3). However, we have observed that 
phishing detection results can be enhanced by 
applying feature selection algorithms like 
Generating Genetic Algorithms (GGA), 
Another Genetic Algorithm (AGA) etc. In the 
end, we have shown the difference of accuracy 
between the results of those machine-learning 
algorithms applied to the data to those 
machine-learning algorithms used with feature 
selection algorithms.

The rest of research article is organized as 
follows: section II contains the previous 
related research work. Section III describes 
methodology of our work. In Section IV we 
have shown the results. In section V we have 
concluded our work.

2. Related Work

In [5] Tahir et al. have proposed a hybrid 
model, in order to, overcome phishing issue. 
Their proposed hybrid model show beats as far 
as high precision and less mistake rate. They 
completed tests in two stages. In the first stage, 
they separately performed classification 
algorithm and select the best three models on 
criteria of execution and high precision. In the 
second stage, they additionally consolidated 
each model with their best “Three” singular 
models.

In [6] authors have proposed the classification 
algorithm named as PAC (Phishing 
Associative Classification). They observed the 
execution of proposed calculation in term of 
precision measurements with four well-known 
calculations that are C4.5, PRISM, CBA, and 
MCAR.

In [7], Authors have portrayed examination in 
arrangement of phishing sites utilizing 

Fig 6: Each Feature get associated with a 
unique ID

Based on the above features in our dataset, we 
have conducted series of experiments that 
involved two streams.

1. Machine learning algorithms along with  
 Feature Selection

2. Machine learning algorithms without    
 Feature Selection.

These both streams involved series of stages 
involved in them with difference of one or 
more stages. The details of all stages involved 
are as follows.

V.  Read CSV: A simple method involved is 
the reading of CSV. A comma-delimited 
Phishing.CSV is given as an input to the 
system. The data contains as many as 11054 
instances.

VI. Cross-Validation: It is a statistical 
method, which involves evaluation and 
comparison of learning algorithms through 
dataset division [14]. The division of dataset 

brought two segments: Train dataset and Test 
dataset. K-fold cross-validation is the basic 
form of cross-validation. In our case, we have 
also cross over our data through cross- 
validation also known as X-Validation. The 
division between train dataset and Test Dataset 
also came into practice. 

VII.  Testing: After Cross validation data is 
passed through the Testing stage. Testing stage 
involves the application of multiple machine 
learning algorithms on the specific data [15]. 

VIII. Classifier: Classifier used to perform 
classification on the given data. Classification 
is actually the task of mapping function from 
input features to finite output values [16].  In 
our case, our task is to classify the given data 
according to Phishy, non-phishy (normal) 
instance based on the previous data learning. In 
our case, the classifiers are Naïve Bayes, ID3, 
KNN, Decision Tree and Random Forest. 

IX. Model Application: After then we apply 
different models to our dataset based on the 
aforementioned various models. 

X. Feature Selection: As we have 
mentioned before, our testing, analysis and 
result generation based on the comparison of 
two streams. One with Feature selection and 
other without feature selection. This is an 
important stage in the data analysis. Feature 
selection aims to choose a subset of feature 
from the available features [17][18]. We have 
used feature selection algorithm like GGA, 
AGA, YAGGA, YAGGA-2. We have used 
these feature selection algorithms along with 
classification algorithms. In result section, we 
will show the effect of performance with and 
without using feature selection algorithm.

XI. Performance: Performance is measured 
against all the stages that we have mentioned 
above. This would be the last stage of each 
stream. Results had been collected and 
compared, in order to, find best.

1. Introduction

 Web phishing is a mechanism of online 
fraud in which the victim is deceived by the 
attacker in gaining victim’s personal 
information like credit card number, financial 
accounts, address, phone numbers etc. The 
assailant makes a fake site page by replicating 
or rolling out a little improvement in the honest 
to goodness page. The fake sites are planned to 
look precisely like the bona fide site. The fast 
advancement of web applications give a ton of 
advantages to web clients to use these web 

application for making all their everyday 
exercises, for example, newspaper perusing, 
shopping, payment of many types of bills, 
ticket booking, and amusement and so forth.  
However, artisan create novel assaults that 
draws in more web client to be gotten in web of 
phishing. As per Gupta et al. [1] the entire 
number of specific phishing sites recognized in 
the primary quarter of 2014 alone was 
125,215, delineating an expansion of more 
than 11% from the 2013 figures. While a 
greater part of the phishing effort utilizes 
malevolently enrolled areas and sub-spaces, 
they have made genuine money related harm 

distinctive Machine learning calculations. 
They have applied various machine learning 
techniques including Random Forest (RF), 
C4.5, REP Tree, Decision Stump, Hoeffding 
Tree and Rotation Forest.  From the outcomes, 
it has been discovered that the Rotation Forest 
calculation with REP Tree as a classifier and 
MLP plays out the best on a full preparing and 
on diminished set, separately.

In [8] authors have utilized information- 
mining approach like supervised 
characterization, which enhances the 
frameworks precision and distinguishes more 
measure of spam and harmful URLs.

Google in [9] gives a support of safe perusing 
that enables the applications to check the 
URLs utilizing a file of suspicious areas, which 
is consistently refreshed by Google. It is a trial 
Programming interface, however, is utilized 
with Google Chrome and Mozilla Firefox, and 
it is anything but difficult to utilize.

Authors in [10] connected distinctive sorts of 
machine learning based arrangement 
calculations, including Naive Bayes (NB), 
Support Vector Machine (SVM), Neural Net 
(NN), Random Forest (RF), IBK relaxed 
classifier and Decision Tree (J48) and broaden 
Pradeep and Ravendra's work by presenting 
new order calculation named Neural Net in 
their test. In the end, they Shield clients from 
nasty or unstructured connections in Site pages 
and Texts.

Measured and looked at the execution of the 
classifier as far as precision. Neural Net 
demonstrated a decent order exactness contrast 
with others.

Authors in [11] proposed another calculation 
Linkguard calculation to give up from phishing 
assaults. This calculation utilizes attributes of 

hyperlinks to deduct the attacks. Linkguard 
algorithm examines the contrast between the 
visual connection 

and genuine connection. Link Guard is 
valuable for recognizing phishing assaults, as 
well as can shield clients from nasty or 
unstructured connections in Site pages and 
Texts.

3. Methodology

In our work, we utilized dataset for the 
examination is "Phishing Websites Dataset" 
("UCI Machine Learning Vault: Phishing Sites 
Informational collection," 2016) [12]. This 
dataset was accumulated fundamentally from 
Phish Tank archive, Miller Smiles archive, and 
Google’s seeking administrators. 

The dataset is separate into training (70%) as 
well as testing (30%) datasets. Dataset 
includes total 11054 instances. All occasions 
sorted as “1” for "Real”, “0” for "Suspicious" 
and “-1” for "Phishy".  We have used Python 
3.6  for data analysis.

The creators illuminate the key features that 
have been turned out to be strong and effective 
in foreseeing phishing sites while proposing 
some new features, tentatively allocating new 
standards to some outstanding features and 
refreshing some different features.

Features have been grouped into following 
categories:

• Address Bar-based features
• Abnormal based features
• HTML and Javascript Based features
• Domain Based Features

The address bar based features is a heuristic 
approach towards web phishing detection [13]. 

Abnormal based feature includes abnormal 
URL, anchor URL, abnormal DNS etc. [13].
We have conducted few experiments on our 
data in terms of its covariance, variance. 

In Fig 5, we have shown various characteristics 

of our data.

These characteristics include total count, 
mean, standard deviation (std) and data range 
(min & max). Therefore, analysis between 
different features is easy enough. 

Fig 5:   Count, Mean and Standard Deviation 
of each dataset feature 

In the next step, we have applied different 
machine learning techniques on our dataset. 
The dataset, as earlier said, was used to foresee 
the exactness of the acknowledgment using 
assorted classifier. For the earlier examination, 
the component assurance is not used and just 
classifiers are used to get the required accuracy 
for each of the classifiers. The data is 
obviously portrayed however this time 
particular segment decision methodologies are 
used for the update of the results or to check 
for any possible upgrades. The usage of feature 
decision procedures furthermore help in 

dimensionality diminish as feature reducing.

In Fig 6, we have correlated each feature name 
with a feature ID. In this study for feature 
selection algorithm, we used Generating 
Genetic Algorithm (GGA), Another Genetic 
Algorithm (AGA), Yet Another Generating 
Genetic (YAGGA) and Yet Another 
Generating Genetic Algorithm-2 (YAGGA2). 
The classifiers utilized were Naïve Bayes, ID3, 
KNN, Decision Tree, and Random Forest. The 
Characteristics of highlight choice calculations 
are that they select the best components on the 
premise of properties weights. 

the account.28% people reveals their posts, 
pictures on social media and 11% of people 
complain that some other person uses their 
account and share inappropriate or irrelevant 
material.
Here are some advices to protect the privacy:

• User must say no to auto login whenever 
they login from other devices because it 
gives the front door to the hackers to visit 
the user profile and get useful data from 
that. So, it’s essential for the user to always 
mention “NO” whenever the system asks 
“remember me”.

• User should understand and make the use 
of the privacy setting for safety features.

• Before user enters the detail on social 
media, spend time to check privacy 
settings. Never announce on social media 
that where are you going and when will you 
come back.

• If the user gets some suspicious activity on 
the account, immediately take an action 
and report to the expert to sort out the issue 
and resolve the problem.

13. Advantages of Social Media

• Social media gives the world-wide 
connectivity and give the users a single 
platform where people can search their 
older friends or even jobs through 
Facebook, Twitter etc.

• Social media also give users the 
commonality of interest where they get 
their desired information and desired area 
of work like painting, cooking, handicrafts, 
ideas, tips, political information etc.

• It gives the facility to share real time 

information that is very much beneficial for 
teachers and students. [23] [24] It also 
provides information about the celebrities. 
They share their personal experiences so to 
become more popular and large number of 
audiences attract toward that particular 
information.

• It offers the facility of advertisement. 
Business owners advertise their products 
for free. Social media is the best approach 
to attract variety of users.

• It provides the facility of new cyclic speed 
through which the people can view the 
news on the social media sites. And day by 
day cyclic speed increases.

14. Disadvantages of Social   
 Media

• Backlash is one of the most common things 
on social media.

• Cyber bulling and crime against the 
children are one of the most important 
crimes happening around the world 
recently.

• Data is not secure and anyone can steal it. 
Personal data can be misused for the 
alternative purposes.

• There are also many chances of fraud 
because most of the websites are not 
secure.

• It is time waster because according to the 
research [25] 89% people spend their time 
on the social media instead of their work.

• Its corporate invasion of privacy and sell 
the user personal detail to the hackers.

and share their personal things easily.

• They can play games, watch movies with 
their teenagers in free time so they build a 
strong bond with them.

• Guide them about the difficulties and 
consequences they may face while using 
social media. Suggest them to read 
different blogs or posts on these issues.

11. Manage the Social Media   
 Privacy

The social media lovers share their personal 
life details in the form of selfies, photos of 
attending parties etc. to express their joys and 
enjoyments to the whole world. [19] But these 
lovers forget to save their personal data from 
the hacker that loves these types of people. 
They share their content without hesitation on 
the social media. Cyber attacker’s attacks on 
the social media account by different websites. 
The user clicks on that particular website 
without knowing the impact. Then all data 
goes to the attackers and hackers, they easily 
steal personal information, identity and on the 
basis of this information, hacker blackmails 
the user. Now the question is how the novice 
users protect themselves from such hackers. 
Let discuss some social media apps and their 
privacy:

11.1   Facebook
Facebook is one of the most common and 
oldest social media networks that gives the 
facility of uploading photos, status updates, 
check in, tag the friend, send messages, calling 
etc. The users can access the Facebook through 
mobile phones also. [20] It takes the personal 
information of the user like name, birth, 
gender etc. and this information is publicly 
available for everyone. In order to secure the 
personal data, there are four privacy setting 

like public, friends, and custom, only me etc. 
To keep ourselves secure from the hackers the 
users always select the option of only me in the 
setting.

11.2   Twitter
Twitter is second most important network on 
the social media through which people interact 
with the real world and share their information. 
Twitter posts are public and in order to make 
the twitter account private, we have to follow 
some precaution and steps:

• Only those people access you, who have 
twitter account.

• Tweets no longer remain on twitter.

• Previous tweet will be hidden after some 
specific time.

12. Safety for Every Device

Nowadays security is no longer saving only 
one machine but saving lots of machines that 
can easily be attacked by the hackers. [21] 
Users share data on daily basis, sometimes the 
quantity or quality of the information shared 
attracts the hackers and they tend to hack the 
particular accounts. Nowadays in the 21st 
century information has become a new 
currency. Mostly after downloading, every app 
asks to access the information on your device 
and users allow that without any hesitation but 
they are unaware of the consequences. The 
information can include a lot of things they 
don't really want to share. Users should try to 
avoid posting the speaking photos as it 
increases the chance of attacks According to 
the researcher by Marketo [22], Facebook is 
the top social media network because of the 
fact that over one billion of users have active 
account with Facebook and almost 13 million 
of users never ever touch privacy settings of 

media content and technologies. This kind of 
users are an easy target for attackers. Another 
problem is stalking and harassment. These 
threats do come from the attackers or any 
strangers. Mostly stalking and harassment is 
done by the family members, friends and 
people around us in our surroundings. Same 
like the pokes and bully criteria. Another 
serious problem is being compelled by the 
organization to turn over the password. This is 
mostly done when the person is going to start a 
new job. Another issue is of location-based 
services. [3] Nowadays a number of users use 
smart phones and all their activities are usually 
done by the smart phones.  Hacker can easily 
attack the people through their smart

phones by accessing their location-based 
services. Lots of the apps which are 
downloaded on daily basis ask for location 
information and their numbers are increasing 
day by day. Hackers can also attack the users 
through these apps. Last but not the least 
problem is phishing attack. This attack is done 
by giving fake policies and sending fake friend 
requests through Emails, Facebook and other 
sources. Now the question is how to protect 
ourselves from these attacks? Simply by 
creating a policy of social media. It can be 
done by creating different policies, training the 
users for using the social media in a secure 
way or by giving limited access to the social 
media. Through these solutions users can 
protect themselves from the hackers and other 
problems. These are the few problems which 
impacts on the user’s privacy. The detailed 
problems and solutions emerging because of 
social media including the definition of the 
term is discussed below.

2. Social Media

“Social” in social media means 
“conversation”. The difference between social 

media and TV is that viewers are engaged with 
the makers of the shows which they are 
watching. In  a brief timeframe TV program 
are supplanted by the web based life world. [4] 
In online communication and conversation 
users share their opinion and build 
relationships. Users share their posts, videos, 
audios and photographs. It involves a 
combination of technology, 
telecommunication and social interaction. It is 
the different form of communication as 
compared to film, television and newspaper. 

3. Privacy

Privacy means the information or data that a 
user does not want to disclose and share with 
others. [5] It is basically that kind of 
information that has potential to be misused. It 
can be the info of a group or individual. If we 
talk about an individual's privacy, it depends 
upon the user whether to share his personal 
information with others or not and in which 
manner to share that information. It is basically 
an ability of an individual or a group to share 
information about themselves. The limitations 
and materials of the privacy differ among 
individuals.

4.  Purpose of Social Media

Social media is not only used for 
communication but it can also be used for 
business connections and promotions. [6] By 
using it user cannot only find the other users 
but also the organization in which they are 
working. The purpose of social media is to 
provide a platform to the users and business 
industry to come and interact with each other 
directly. A business can be well promoted 
through social media.

5. Attack on our Privacy   
 through Social Media
5.1 Human Error
Human error is involved when somebody 
makes a slip that causes an accident or causes 
something dangerous to happen. By clicking 
on any unknown website accidently which is 
not safe can harm the privacy of user.

5.2      Malicious Attack
This attack is due to malware and spyware that 
causes the disaster. [7] According to a research 
report, about 4,000 attacks happen on daily 
basis through malicious attackers. It can 
spread through emailing, or visiting different 
unknown websites.

5.3      Phishing Scams
It is a kind of attack on social media which 
attacks the user’s personal information like 
banking details and passwords. Hackers get 
access to the personal stuff using that specific 
information and harm to the people.

6. Privacy Issues in Social   
 Media

Privacy attacks are when unauthorized user 
tries to enter in your account and get some 
private data. Anyone which is closer to you in 
family can access your account details by just 
simply watching your password. [8][9] The 
main issue of the privacy is that large amount 
of information processes each day without any 
limitation.

6.1 Challenges to Social Media
There are many challenges social media is 
facing today, few of them are

• Cookies
• Bugs
• Spyware

7. Impact on Social Media and  
 Invasion of Privacy

One of the very positive impacts of social 
media is that it provides a platform to 
geographically distributed users to come on 
single platform and share their views. Every 
user has freedom to express their views. The 
information can be easily spread by one 
medium to another without using any other 
source. Usually users don’t pay much attention 
to the privacy and secrecy issues to the 
websites. [10] [11] Government Agencies has 
rights prior to the knowledge of the user to 
access the personal information of the user. 
FBI and NWC3 are the agencies that work for 
cybercrimes and arrest the cybercriminals. 
People who hack private details of the user and 
misuse that information for their personal 
benefits are criminals. There is strict 
punishment for the criminal of almost 5-20 
years of jail with heavy fine that is unable for a 
common man to pay.

8.  Negative Effect of Social   
 Media on Society

Social media build a false sense of connection 
according to the Cornell University Steven 
Strogatz.

[12] Report States that it becomes more 
difficult for user to find a real relationship in 
the world. Users focus more on fake 
relationships on social media without knowing 
each other. By focusing on such websites most 
of energy is wasted and most importantly the 
connection between the families becomes 
weak. Cyber bulling is spreading rapidly 
nowadays in our youth. According to the CBS 
News report in 2010 [13] 42% of the children 
are harassed online and become victim. 

Another negative impact of social media is that 
seller companies show somethings and sell 
different things. There is obviously decrease in 
productivity in doing so. That makes sense of 
fraud to the customers.

9. Risk for Youth using Social  
 Media

 There are many categories of risk. 
Following are few of them that are very 
common for adolescents.

9.1  Online Harassment and Cyber   
       Bulling
Cyber bulling is one of the common ways of 
communication in which offline harassment is 
done. [14] Which can cause depression, 
anxiety or may even lead to suicide, etc. 
whereas online harassment is that where cyber 
bulling is done openly in front of whole world.

9.2   Sexting
It means sending and receiving the sexual 
messages, photographs and posts online on the 
social media that disturbs the other users. This 
phenomenon is very much popular in the 
teenage population. According to a research 
[15] [16] 20% of the users who are in their 
teenage share the sexist videos and text 
messages online.

9.3   Face book Depression
Researchers nowadays call Facebook with a 
new name that is face book depression. Most 
of the teenagers spend almost half of the day 
on social media using Facebook, different 
websites are engaged on other false activities. 
Which later turn into aggression, depression, 
anxiety and sometimes suicide. Sometimes 
social media become risky for the users 
especially if they are novice.

10. Reduce the Impact of Social  
 Media in Life

According to recent research of APS 
(Australian psychology society) teenagers are 
highly involved in the social media life, their 
ages are from 14-19 years and one of the half 
adults involve in the social media through their 
mobile phones. They usually use social media 
5 days in a week for long hours. [17] Using too 
much social media can affect the self-esteem 
of the users /youth and put a very bad impact 
on their lives. Researchers says that 42% of the 
users use social media on bed before sleeping. 
It badly affects the health e.g. back bone 
problem, sleep disorder etc. [18] Most of the 
complaints registered by the teenagers are of 
harassing and being black mailed by the 
strangers. The reason is that the 60% of the 
parents don’t give time to their children or 
don’t monitor their child activities on social 
media. Due to this reason their children get 
caught by some strangers on social media who 
harass them by hacking their accounts and get 
their personal life information. Adolescents 
don’t have idea how to protect themselves and 
how to use the social media in secure way. For 
this purpose, parents need to monitor their 
child on online world. For this purpose, 
parents may follow few tips:

• Parents must connect with their child 
through Facebook, Twitter and other 
accounts on social media. So that they 
check, what their child is posting online 
and which YouTube channel they are 
following. Due to these kinds of clues, 
parents can save their child from driving in 
the wrong direction.

• Parents should trust Children specially in 
teenage and behave like a friend to them. 
They must feel free to share their favorite 
things. In this way children also trusts them 

1. Introduction

 Social media plays an important role in 
our daily lives.

[1]. Social media is basically a source that 
connects the people to the whole world 
through internet. Social media is commonly 
used throughout the world in the form of 
Facebook, WhatsApp, Twitter, Email, Google, 
Skype, Instagram etc. These are the few 
applications through which people connect 
with each other. Social media give useful 
information to the users related to the whole 
world and helps out the users to stay connected 
with the world. [2] No doubt social media 

makes the life of the people much easier. That's 
why with the advanced technology we have an 
increasing number of applications that are 
making people's lives much easier. They forget 
that every useful thing may also have lots of 
side effects. In case of social media there are 
also some serious issues regarding to the 
privacy and security of the personal content of 
the users which may cause several problems. 
The primary thing that comes as an issue is 
account hacking of the user. Attacker can 
easily attack the users through websites. The 
users click on different links without knowing 
those websites, later on their system is infected 
and they have to suffer a lot. Attackers are 
interested in that type of users which are social 
media lovers and continuously using the social 

[20] http://socialmediabeez.com/author/ 
boey/

[21] http://socialnetworking.loveknow. 
com/advantages_and_disadvantages_of
_social_networking

[22] w w w . t h e n a t i o n a l c a m p a i g n . o r g / 
SEXTECH/PDF.SEXTech summart. 
PDF. Accessed July 16,2010

[23] Pew Internet and American Life Project 
research survey, “Why Americans Use 
Social Media,”

[24] November

[25] 2011, http://pewresearch.org/pubs/2131/ 
social-media-facebook-twitter-myspace
-linkedin

[26] Dinerman, Brad; “Social Networking 
and Security

[27] Risks,”whitepaper,GFIsoftware,

[28] 2011, www.gfi.com/whitepapers/ 
Social_Network ing_and_Security_ 
Risks. pdf

[29] Common Sense Media. Is Technology 
Networking Changing Childhood? A 
National Poll. San

[30] Francisco, CA: Common Sense

[31] Media; 2009.Available

[32] at:www.commonsensemedia.org/sites/ 
default/file

[33] s/CSM_teen_social_media_080609_ 
FINAL.pdf.

[34] Accessed July 16, 2010

[35] 21.  Lenhart  A. Teens and Sexting. 
Washington,

[36] DC: Pew Research Center; 2009. 
Available

[37] at:http://pewinternet.org/Reports/2009 
/Teens-and-Sexting.aspx. Accessed 

August 4, 2010 

[38] 22.    Social  Media  and  Young  Adults.           

[39] DC: Pew Research Center; 2010. 
Available

[40] at: http://pewinternet.org/Reports/2010/ 
Social-

[41] M e d i a - a n d - Yo u n g - A d u l t s . a s p x . 
Accessed July

[42] 16, 2010

[43] 23.Berkshire  District  Attorney. Sexting. 
Pittsfield,

[44] MA: Commonwealth of

[45] Massachusetts; 2010.Available

[46] at: www.mass.gov/?pageID=berterminal 
&L=3& L0=Home&L1=Crime+ 
Awareness+%26+Preven tion&L2= 
Parents+%26+Youth&sid=Dber&b=ter 
minalcontent&f=parents_youth_sexting
&csid=D ber. Accessed September 7, 
2010

[47] 24.Excessive chatting on Facebook can 
lead to

[48] Depression in teenage girls. Daily

[49] Telegraph.January31, 2010. Available

[50] at: www.telegraph.co.uk/technology/ 
facebook/44 05741/Excessive-chatting- 
on-Facebook-can-lead-to-depression-in-
teenage-girls.html. Accessed September 
7, 2010

[51] Sturm Social networking psych studies: 
research shows teen Facebook users 
prone to depression. TrendHunter. 
Available

[52] at: www.trendhunter.com/trends/ 
depression-from-facebook.Accessed 
September 7, 2010

15. Conclusion

Everything has a positive or negative impact it 
depends on us how we practice it. Things are 
good if we use them in a positive way. The 
misuse of the social media is on the top 
because of the irresponsible behavior of the 
parents towards their child. The parents play 
an important role in the society and in the life 
of their child. The children go towards the 
wrong track just because they don’t get love 
and attention from their parents. Mostly 
youngsters involve in the cybercrime activities 
because of the ignorance from their parents. 
Parents should be treating their child well. 
They must be living a life like a friend with 
them. They should trust them by giving little 
attention through this they can save the lives of 
innocent ones.
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4. Results and Discussions

In stage 1 classifiers i.e.; Naive Bayes, ID3, 
KNN, Decision Tree and Random Forest and 
are utilized to get the required exactness for 
each of the classifiers. In stage 2 the 
information is, on the other hand, characterized 
yet this time distinctive features strategies i.e.; 
GGA, AGA, YAGGA, and YAGGA2 are 
utilized for the upgrade of the outcomes or to 
check for any believable changes. Results 
demonstrate that ID3 with YAGGA with 15 
features chosen, lessened from 30 highlights, 
demonstrate the best execution on this dataset 
for order of phishing sites. The results are 
shown in Fig 8 with “YAGGA + ID3” shows 
the maximum accuracy up to 95%. 

Fig 8: Results of accuracy

5. Conclusion and Future work

Web Phishing attack is of serious concern. This 
work models the phishing site expectation as a 
characterization undertaking and exhibits the 

machine learning approach for foreseeing 
whether the given site is genuine site or 
phishing. The phishing dataset was taken from 
UCI learning website. The dataset contains as 
many as 11054 instances. In this research, 
several machine learning algorithms. The 
results were compared with the application of 
same machine learning algorithm along with 
feature selection algorithm. It has been noted 
that YAGGA along with ID3 has given the best 
results with approximately 95% accuracy of 
website phishing detection. In future, we will 
extend this work for other famous website 
attacks with the help of machine learning 
algorithms. 
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clients over the globe. Moreover, there had 
been a huge year on year increment in phishing 
assaults, which is appear in figure, expanding 
altogether from 203,983 of every 2013 to 
448,126 of every 2017.

As indicated by the Anti-Phishing Working 
Group (APWG), the APWG Got reports of 
630,494 extraordinary phishing locales 
recognized from the main quarter through the 
second from last quarter of 2017. The around 
the web phishing rate was 36.511% in the 
primary quarter, 32.211% in the second 
quarter, and 32.122% in the second from last 
quarter of 2017.  Besides, ISP area observed to 
be the most under assault industry area from 
first to second from last quarter of 2017 as 
appeared in Fig 1 below.

Fig 1 Phishing detection rate in 2017

Web phishing attack is comprises for many 
stages. The choice of victim and the amount of 
benefit are important parameters in web 
phishing attack.
Phishing life cycle has following stages:

i. Planning and Setup
In first stage, the phisher determine the 
objective association, an individual or a 
country to be targeted for malicious purpose. 
They uncover the sensitive information with 
respect to their objective and its system. 
Normally phishing starts by sending spoofed 

emails to the victims [2]. Victims are supposed 
to send required information via replying to the 
email. However, most of the users do not 
reveal their information through email. 

Another phishing technique can be adopted 
through creation of phishing websites. A 
combination of both aforementioned 
techniques can also be used for phishing as 
well [3] as shown in Fig 2.

Fig 2  Web-Phishing whole Plot

ii. Phishing
Assailants send mock messages to the dupe, 
utilizing gathered email tend to which request 
classified data from the dupe. Another special 
form of phishing is known as spear phishing. 
In spear phishing, target is generally a group of 
specific individuals. In addition, there are 
many other forms of phishing as depicted in 
Fig 3.

 

Fig 3 Different types of Phishing

iii. Break-in or Infiltration
In this stage, the victim taps on the pernicious 
connection and when he does that, a malware 

naturally introduces on his gadget that enables 
the phisher to get to the system, irrupt and 
change its arrangements and get to rights to it. 

iv. Information Accumulation
When the phisher access on victim’s system, 
they remove the required information. On the 
off chance that the casualty gives classified 
record points of interest, the assailant would 
then be able to get to his record, which may, in 
the end, prompt budgetary misfortunes to the 
casualty. Once the attack is successful, the 
attacker does the information collection. 
Information may contain passwords, user 
identity number, contact lists, private images, 
and credit card information. The whole 
phishing life cycle is shown in Fig 4.

Fig 4 Scenario of web phishing

Detection of phishing website is a problem of 
major concern. Various techniques such as 
fuzzy, neural systems and data mining methods 
applied, in order to, counter web-phishing 
attacks [4]. Several machine-learning methods 
also applied for detection of fake websites. 
Machine learning approach is based on both 
supervised as well as unsupervised. We have 
tested many machine-learning algorithms on 
the given data downloaded from UCI machine 
learning dataset. These algorithms include 
Naïve Bayes (NB), Support Vector Machine 

(SVM), Neural Net (NN), Random Forest 
(RF), IBK lazy classifier and Decision Tree 
(ID3). However, we have observed that 
phishing detection results can be enhanced by 
applying feature selection algorithms like 
Generating Genetic Algorithms (GGA), 
Another Genetic Algorithm (AGA) etc. In the 
end, we have shown the difference of accuracy 
between the results of those machine-learning 
algorithms applied to the data to those 
machine-learning algorithms used with feature 
selection algorithms.

The rest of research article is organized as 
follows: section II contains the previous 
related research work. Section III describes 
methodology of our work. In Section IV we 
have shown the results. In section V we have 
concluded our work.

2. Related Work

In [5] Tahir et al. have proposed a hybrid 
model, in order to, overcome phishing issue. 
Their proposed hybrid model show beats as far 
as high precision and less mistake rate. They 
completed tests in two stages. In the first stage, 
they separately performed classification 
algorithm and select the best three models on 
criteria of execution and high precision. In the 
second stage, they additionally consolidated 
each model with their best “Three” singular 
models.

In [6] authors have proposed the classification 
algorithm named as PAC (Phishing 
Associative Classification). They observed the 
execution of proposed calculation in term of 
precision measurements with four well-known 
calculations that are C4.5, PRISM, CBA, and 
MCAR.

In [7], Authors have portrayed examination in 
arrangement of phishing sites utilizing 

Fig 6: Each Feature get associated with a 
unique ID

Based on the above features in our dataset, we 
have conducted series of experiments that 
involved two streams.

1. Machine learning algorithms along with  
 Feature Selection

2. Machine learning algorithms without    
 Feature Selection.

These both streams involved series of stages 
involved in them with difference of one or 
more stages. The details of all stages involved 
are as follows.

V.  Read CSV: A simple method involved is 
the reading of CSV. A comma-delimited 
Phishing.CSV is given as an input to the 
system. The data contains as many as 11054 
instances.

VI. Cross-Validation: It is a statistical 
method, which involves evaluation and 
comparison of learning algorithms through 
dataset division [14]. The division of dataset 

brought two segments: Train dataset and Test 
dataset. K-fold cross-validation is the basic 
form of cross-validation. In our case, we have 
also cross over our data through cross- 
validation also known as X-Validation. The 
division between train dataset and Test Dataset 
also came into practice. 

VII.  Testing: After Cross validation data is 
passed through the Testing stage. Testing stage 
involves the application of multiple machine 
learning algorithms on the specific data [15]. 

VIII. Classifier: Classifier used to perform 
classification on the given data. Classification 
is actually the task of mapping function from 
input features to finite output values [16].  In 
our case, our task is to classify the given data 
according to Phishy, non-phishy (normal) 
instance based on the previous data learning. In 
our case, the classifiers are Naïve Bayes, ID3, 
KNN, Decision Tree and Random Forest. 

IX. Model Application: After then we apply 
different models to our dataset based on the 
aforementioned various models. 

X. Feature Selection: As we have 
mentioned before, our testing, analysis and 
result generation based on the comparison of 
two streams. One with Feature selection and 
other without feature selection. This is an 
important stage in the data analysis. Feature 
selection aims to choose a subset of feature 
from the available features [17][18]. We have 
used feature selection algorithm like GGA, 
AGA, YAGGA, YAGGA-2. We have used 
these feature selection algorithms along with 
classification algorithms. In result section, we 
will show the effect of performance with and 
without using feature selection algorithm.

XI. Performance: Performance is measured 
against all the stages that we have mentioned 
above. This would be the last stage of each 
stream. Results had been collected and 
compared, in order to, find best.

1. Introduction

 Web phishing is a mechanism of online 
fraud in which the victim is deceived by the 
attacker in gaining victim’s personal 
information like credit card number, financial 
accounts, address, phone numbers etc. The 
assailant makes a fake site page by replicating 
or rolling out a little improvement in the honest 
to goodness page. The fake sites are planned to 
look precisely like the bona fide site. The fast 
advancement of web applications give a ton of 
advantages to web clients to use these web 

application for making all their everyday 
exercises, for example, newspaper perusing, 
shopping, payment of many types of bills, 
ticket booking, and amusement and so forth.  
However, artisan create novel assaults that 
draws in more web client to be gotten in web of 
phishing. As per Gupta et al. [1] the entire 
number of specific phishing sites recognized in 
the primary quarter of 2014 alone was 
125,215, delineating an expansion of more 
than 11% from the 2013 figures. While a 
greater part of the phishing effort utilizes 
malevolently enrolled areas and sub-spaces, 
they have made genuine money related harm 

distinctive Machine learning calculations. 
They have applied various machine learning 
techniques including Random Forest (RF), 
C4.5, REP Tree, Decision Stump, Hoeffding 
Tree and Rotation Forest.  From the outcomes, 
it has been discovered that the Rotation Forest 
calculation with REP Tree as a classifier and 
MLP plays out the best on a full preparing and 
on diminished set, separately.

In [8] authors have utilized information- 
mining approach like supervised 
characterization, which enhances the 
frameworks precision and distinguishes more 
measure of spam and harmful URLs.

Google in [9] gives a support of safe perusing 
that enables the applications to check the 
URLs utilizing a file of suspicious areas, which 
is consistently refreshed by Google. It is a trial 
Programming interface, however, is utilized 
with Google Chrome and Mozilla Firefox, and 
it is anything but difficult to utilize.

Authors in [10] connected distinctive sorts of 
machine learning based arrangement 
calculations, including Naive Bayes (NB), 
Support Vector Machine (SVM), Neural Net 
(NN), Random Forest (RF), IBK relaxed 
classifier and Decision Tree (J48) and broaden 
Pradeep and Ravendra's work by presenting 
new order calculation named Neural Net in 
their test. In the end, they Shield clients from 
nasty or unstructured connections in Site pages 
and Texts.

Measured and looked at the execution of the 
classifier as far as precision. Neural Net 
demonstrated a decent order exactness contrast 
with others.

Authors in [11] proposed another calculation 
Linkguard calculation to give up from phishing 
assaults. This calculation utilizes attributes of 

hyperlinks to deduct the attacks. Linkguard 
algorithm examines the contrast between the 
visual connection 

and genuine connection. Link Guard is 
valuable for recognizing phishing assaults, as 
well as can shield clients from nasty or 
unstructured connections in Site pages and 
Texts.

3. Methodology

In our work, we utilized dataset for the 
examination is "Phishing Websites Dataset" 
("UCI Machine Learning Vault: Phishing Sites 
Informational collection," 2016) [12]. This 
dataset was accumulated fundamentally from 
Phish Tank archive, Miller Smiles archive, and 
Google’s seeking administrators. 

The dataset is separate into training (70%) as 
well as testing (30%) datasets. Dataset 
includes total 11054 instances. All occasions 
sorted as “1” for "Real”, “0” for "Suspicious" 
and “-1” for "Phishy".  We have used Python 
3.6  for data analysis.

The creators illuminate the key features that 
have been turned out to be strong and effective 
in foreseeing phishing sites while proposing 
some new features, tentatively allocating new 
standards to some outstanding features and 
refreshing some different features.

Features have been grouped into following 
categories:

• Address Bar-based features
• Abnormal based features
• HTML and Javascript Based features
• Domain Based Features

The address bar based features is a heuristic 
approach towards web phishing detection [13]. 

Abnormal based feature includes abnormal 
URL, anchor URL, abnormal DNS etc. [13].
We have conducted few experiments on our 
data in terms of its covariance, variance. 

In Fig 5, we have shown various characteristics 

of our data.

These characteristics include total count, 
mean, standard deviation (std) and data range 
(min & max). Therefore, analysis between 
different features is easy enough. 

Fig 5:   Count, Mean and Standard Deviation 
of each dataset feature 

In the next step, we have applied different 
machine learning techniques on our dataset. 
The dataset, as earlier said, was used to foresee 
the exactness of the acknowledgment using 
assorted classifier. For the earlier examination, 
the component assurance is not used and just 
classifiers are used to get the required accuracy 
for each of the classifiers. The data is 
obviously portrayed however this time 
particular segment decision methodologies are 
used for the update of the results or to check 
for any possible upgrades. The usage of feature 
decision procedures furthermore help in 

dimensionality diminish as feature reducing.

In Fig 6, we have correlated each feature name 
with a feature ID. In this study for feature 
selection algorithm, we used Generating 
Genetic Algorithm (GGA), Another Genetic 
Algorithm (AGA), Yet Another Generating 
Genetic (YAGGA) and Yet Another 
Generating Genetic Algorithm-2 (YAGGA2). 
The classifiers utilized were Naïve Bayes, ID3, 
KNN, Decision Tree, and Random Forest. The 
Characteristics of highlight choice calculations 
are that they select the best components on the 
premise of properties weights. 

Fig 7: Model for applying Machine learning algorithms with & without Feature Selection Algorithms

the account.28% people reveals their posts, 
pictures on social media and 11% of people 
complain that some other person uses their 
account and share inappropriate or irrelevant 
material.
Here are some advices to protect the privacy:

• User must say no to auto login whenever 
they login from other devices because it 
gives the front door to the hackers to visit 
the user profile and get useful data from 
that. So, it’s essential for the user to always 
mention “NO” whenever the system asks 
“remember me”.

• User should understand and make the use 
of the privacy setting for safety features.

• Before user enters the detail on social 
media, spend time to check privacy 
settings. Never announce on social media 
that where are you going and when will you 
come back.

• If the user gets some suspicious activity on 
the account, immediately take an action 
and report to the expert to sort out the issue 
and resolve the problem.

13. Advantages of Social Media

• Social media gives the world-wide 
connectivity and give the users a single 
platform where people can search their 
older friends or even jobs through 
Facebook, Twitter etc.

• Social media also give users the 
commonality of interest where they get 
their desired information and desired area 
of work like painting, cooking, handicrafts, 
ideas, tips, political information etc.

• It gives the facility to share real time 

information that is very much beneficial for 
teachers and students. [23] [24] It also 
provides information about the celebrities. 
They share their personal experiences so to 
become more popular and large number of 
audiences attract toward that particular 
information.

• It offers the facility of advertisement. 
Business owners advertise their products 
for free. Social media is the best approach 
to attract variety of users.

• It provides the facility of new cyclic speed 
through which the people can view the 
news on the social media sites. And day by 
day cyclic speed increases.

14. Disadvantages of Social   
 Media

• Backlash is one of the most common things 
on social media.

• Cyber bulling and crime against the 
children are one of the most important 
crimes happening around the world 
recently.

• Data is not secure and anyone can steal it. 
Personal data can be misused for the 
alternative purposes.

• There are also many chances of fraud 
because most of the websites are not 
secure.

• It is time waster because according to the 
research [25] 89% people spend their time 
on the social media instead of their work.

• Its corporate invasion of privacy and sell 
the user personal detail to the hackers.

and share their personal things easily.

• They can play games, watch movies with 
their teenagers in free time so they build a 
strong bond with them.

• Guide them about the difficulties and 
consequences they may face while using 
social media. Suggest them to read 
different blogs or posts on these issues.

11. Manage the Social Media   
 Privacy

The social media lovers share their personal 
life details in the form of selfies, photos of 
attending parties etc. to express their joys and 
enjoyments to the whole world. [19] But these 
lovers forget to save their personal data from 
the hacker that loves these types of people. 
They share their content without hesitation on 
the social media. Cyber attacker’s attacks on 
the social media account by different websites. 
The user clicks on that particular website 
without knowing the impact. Then all data 
goes to the attackers and hackers, they easily 
steal personal information, identity and on the 
basis of this information, hacker blackmails 
the user. Now the question is how the novice 
users protect themselves from such hackers. 
Let discuss some social media apps and their 
privacy:

11.1   Facebook
Facebook is one of the most common and 
oldest social media networks that gives the 
facility of uploading photos, status updates, 
check in, tag the friend, send messages, calling 
etc. The users can access the Facebook through 
mobile phones also. [20] It takes the personal 
information of the user like name, birth, 
gender etc. and this information is publicly 
available for everyone. In order to secure the 
personal data, there are four privacy setting 

like public, friends, and custom, only me etc. 
To keep ourselves secure from the hackers the 
users always select the option of only me in the 
setting.

11.2   Twitter
Twitter is second most important network on 
the social media through which people interact 
with the real world and share their information. 
Twitter posts are public and in order to make 
the twitter account private, we have to follow 
some precaution and steps:

• Only those people access you, who have 
twitter account.

• Tweets no longer remain on twitter.

• Previous tweet will be hidden after some 
specific time.

12. Safety for Every Device

Nowadays security is no longer saving only 
one machine but saving lots of machines that 
can easily be attacked by the hackers. [21] 
Users share data on daily basis, sometimes the 
quantity or quality of the information shared 
attracts the hackers and they tend to hack the 
particular accounts. Nowadays in the 21st 
century information has become a new 
currency. Mostly after downloading, every app 
asks to access the information on your device 
and users allow that without any hesitation but 
they are unaware of the consequences. The 
information can include a lot of things they 
don't really want to share. Users should try to 
avoid posting the speaking photos as it 
increases the chance of attacks According to 
the researcher by Marketo [22], Facebook is 
the top social media network because of the 
fact that over one billion of users have active 
account with Facebook and almost 13 million 
of users never ever touch privacy settings of 

media content and technologies. This kind of 
users are an easy target for attackers. Another 
problem is stalking and harassment. These 
threats do come from the attackers or any 
strangers. Mostly stalking and harassment is 
done by the family members, friends and 
people around us in our surroundings. Same 
like the pokes and bully criteria. Another 
serious problem is being compelled by the 
organization to turn over the password. This is 
mostly done when the person is going to start a 
new job. Another issue is of location-based 
services. [3] Nowadays a number of users use 
smart phones and all their activities are usually 
done by the smart phones.  Hacker can easily 
attack the people through their smart

phones by accessing their location-based 
services. Lots of the apps which are 
downloaded on daily basis ask for location 
information and their numbers are increasing 
day by day. Hackers can also attack the users 
through these apps. Last but not the least 
problem is phishing attack. This attack is done 
by giving fake policies and sending fake friend 
requests through Emails, Facebook and other 
sources. Now the question is how to protect 
ourselves from these attacks? Simply by 
creating a policy of social media. It can be 
done by creating different policies, training the 
users for using the social media in a secure 
way or by giving limited access to the social 
media. Through these solutions users can 
protect themselves from the hackers and other 
problems. These are the few problems which 
impacts on the user’s privacy. The detailed 
problems and solutions emerging because of 
social media including the definition of the 
term is discussed below.

2. Social Media

“Social” in social media means 
“conversation”. The difference between social 

media and TV is that viewers are engaged with 
the makers of the shows which they are 
watching. In  a brief timeframe TV program 
are supplanted by the web based life world. [4] 
In online communication and conversation 
users share their opinion and build 
relationships. Users share their posts, videos, 
audios and photographs. It involves a 
combination of technology, 
telecommunication and social interaction. It is 
the different form of communication as 
compared to film, television and newspaper. 

3. Privacy

Privacy means the information or data that a 
user does not want to disclose and share with 
others. [5] It is basically that kind of 
information that has potential to be misused. It 
can be the info of a group or individual. If we 
talk about an individual's privacy, it depends 
upon the user whether to share his personal 
information with others or not and in which 
manner to share that information. It is basically 
an ability of an individual or a group to share 
information about themselves. The limitations 
and materials of the privacy differ among 
individuals.

4.  Purpose of Social Media

Social media is not only used for 
communication but it can also be used for 
business connections and promotions. [6] By 
using it user cannot only find the other users 
but also the organization in which they are 
working. The purpose of social media is to 
provide a platform to the users and business 
industry to come and interact with each other 
directly. A business can be well promoted 
through social media.

5. Attack on our Privacy   
 through Social Media
5.1 Human Error
Human error is involved when somebody 
makes a slip that causes an accident or causes 
something dangerous to happen. By clicking 
on any unknown website accidently which is 
not safe can harm the privacy of user.

5.2      Malicious Attack
This attack is due to malware and spyware that 
causes the disaster. [7] According to a research 
report, about 4,000 attacks happen on daily 
basis through malicious attackers. It can 
spread through emailing, or visiting different 
unknown websites.

5.3      Phishing Scams
It is a kind of attack on social media which 
attacks the user’s personal information like 
banking details and passwords. Hackers get 
access to the personal stuff using that specific 
information and harm to the people.

6. Privacy Issues in Social   
 Media

Privacy attacks are when unauthorized user 
tries to enter in your account and get some 
private data. Anyone which is closer to you in 
family can access your account details by just 
simply watching your password. [8][9] The 
main issue of the privacy is that large amount 
of information processes each day without any 
limitation.

6.1 Challenges to Social Media
There are many challenges social media is 
facing today, few of them are

• Cookies
• Bugs
• Spyware

7. Impact on Social Media and  
 Invasion of Privacy

One of the very positive impacts of social 
media is that it provides a platform to 
geographically distributed users to come on 
single platform and share their views. Every 
user has freedom to express their views. The 
information can be easily spread by one 
medium to another without using any other 
source. Usually users don’t pay much attention 
to the privacy and secrecy issues to the 
websites. [10] [11] Government Agencies has 
rights prior to the knowledge of the user to 
access the personal information of the user. 
FBI and NWC3 are the agencies that work for 
cybercrimes and arrest the cybercriminals. 
People who hack private details of the user and 
misuse that information for their personal 
benefits are criminals. There is strict 
punishment for the criminal of almost 5-20 
years of jail with heavy fine that is unable for a 
common man to pay.

8.  Negative Effect of Social   
 Media on Society

Social media build a false sense of connection 
according to the Cornell University Steven 
Strogatz.

[12] Report States that it becomes more 
difficult for user to find a real relationship in 
the world. Users focus more on fake 
relationships on social media without knowing 
each other. By focusing on such websites most 
of energy is wasted and most importantly the 
connection between the families becomes 
weak. Cyber bulling is spreading rapidly 
nowadays in our youth. According to the CBS 
News report in 2010 [13] 42% of the children 
are harassed online and become victim. 

Another negative impact of social media is that 
seller companies show somethings and sell 
different things. There is obviously decrease in 
productivity in doing so. That makes sense of 
fraud to the customers.

9. Risk for Youth using Social  
 Media

 There are many categories of risk. 
Following are few of them that are very 
common for adolescents.

9.1  Online Harassment and Cyber   
       Bulling
Cyber bulling is one of the common ways of 
communication in which offline harassment is 
done. [14] Which can cause depression, 
anxiety or may even lead to suicide, etc. 
whereas online harassment is that where cyber 
bulling is done openly in front of whole world.

9.2   Sexting
It means sending and receiving the sexual 
messages, photographs and posts online on the 
social media that disturbs the other users. This 
phenomenon is very much popular in the 
teenage population. According to a research 
[15] [16] 20% of the users who are in their 
teenage share the sexist videos and text 
messages online.

9.3   Face book Depression
Researchers nowadays call Facebook with a 
new name that is face book depression. Most 
of the teenagers spend almost half of the day 
on social media using Facebook, different 
websites are engaged on other false activities. 
Which later turn into aggression, depression, 
anxiety and sometimes suicide. Sometimes 
social media become risky for the users 
especially if they are novice.

10. Reduce the Impact of Social  
 Media in Life

According to recent research of APS 
(Australian psychology society) teenagers are 
highly involved in the social media life, their 
ages are from 14-19 years and one of the half 
adults involve in the social media through their 
mobile phones. They usually use social media 
5 days in a week for long hours. [17] Using too 
much social media can affect the self-esteem 
of the users /youth and put a very bad impact 
on their lives. Researchers says that 42% of the 
users use social media on bed before sleeping. 
It badly affects the health e.g. back bone 
problem, sleep disorder etc. [18] Most of the 
complaints registered by the teenagers are of 
harassing and being black mailed by the 
strangers. The reason is that the 60% of the 
parents don’t give time to their children or 
don’t monitor their child activities on social 
media. Due to this reason their children get 
caught by some strangers on social media who 
harass them by hacking their accounts and get 
their personal life information. Adolescents 
don’t have idea how to protect themselves and 
how to use the social media in secure way. For 
this purpose, parents need to monitor their 
child on online world. For this purpose, 
parents may follow few tips:

• Parents must connect with their child 
through Facebook, Twitter and other 
accounts on social media. So that they 
check, what their child is posting online 
and which YouTube channel they are 
following. Due to these kinds of clues, 
parents can save their child from driving in 
the wrong direction.

• Parents should trust Children specially in 
teenage and behave like a friend to them. 
They must feel free to share their favorite 
things. In this way children also trusts them 

1. Introduction

 Social media plays an important role in 
our daily lives.

[1]. Social media is basically a source that 
connects the people to the whole world 
through internet. Social media is commonly 
used throughout the world in the form of 
Facebook, WhatsApp, Twitter, Email, Google, 
Skype, Instagram etc. These are the few 
applications through which people connect 
with each other. Social media give useful 
information to the users related to the whole 
world and helps out the users to stay connected 
with the world. [2] No doubt social media 

makes the life of the people much easier. That's 
why with the advanced technology we have an 
increasing number of applications that are 
making people's lives much easier. They forget 
that every useful thing may also have lots of 
side effects. In case of social media there are 
also some serious issues regarding to the 
privacy and security of the personal content of 
the users which may cause several problems. 
The primary thing that comes as an issue is 
account hacking of the user. Attacker can 
easily attack the users through websites. The 
users click on different links without knowing 
those websites, later on their system is infected 
and they have to suffer a lot. Attackers are 
interested in that type of users which are social 
media lovers and continuously using the social 
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15. Conclusion

Everything has a positive or negative impact it 
depends on us how we practice it. Things are 
good if we use them in a positive way. The 
misuse of the social media is on the top 
because of the irresponsible behavior of the 
parents towards their child. The parents play 
an important role in the society and in the life 
of their child. The children go towards the 
wrong track just because they don’t get love 
and attention from their parents. Mostly 
youngsters involve in the cybercrime activities 
because of the ignorance from their parents. 
Parents should be treating their child well. 
They must be living a life like a friend with 
them. They should trust them by giving little 
attention through this they can save the lives of 
innocent ones.
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4. Results and Discussions

In stage 1 classifiers i.e.; Naive Bayes, ID3, 
KNN, Decision Tree and Random Forest and 
are utilized to get the required exactness for 
each of the classifiers. In stage 2 the 
information is, on the other hand, characterized 
yet this time distinctive features strategies i.e.; 
GGA, AGA, YAGGA, and YAGGA2 are 
utilized for the upgrade of the outcomes or to 
check for any believable changes. Results 
demonstrate that ID3 with YAGGA with 15 
features chosen, lessened from 30 highlights, 
demonstrate the best execution on this dataset 
for order of phishing sites. The results are 
shown in Fig 8 with “YAGGA + ID3” shows 
the maximum accuracy up to 95%. 

Fig 8: Results of accuracy

5. Conclusion and Future work

Web Phishing attack is of serious concern. This 
work models the phishing site expectation as a 
characterization undertaking and exhibits the 

machine learning approach for foreseeing 
whether the given site is genuine site or 
phishing. The phishing dataset was taken from 
UCI learning website. The dataset contains as 
many as 11054 instances. In this research, 
several machine learning algorithms. The 
results were compared with the application of 
same machine learning algorithm along with 
feature selection algorithm. It has been noted 
that YAGGA along with ID3 has given the best 
results with approximately 95% accuracy of 
website phishing detection. In future, we will 
extend this work for other famous website 
attacks with the help of machine learning 
algorithms. 
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clients over the globe. Moreover, there had 
been a huge year on year increment in phishing 
assaults, which is appear in figure, expanding 
altogether from 203,983 of every 2013 to 
448,126 of every 2017.

As indicated by the Anti-Phishing Working 
Group (APWG), the APWG Got reports of 
630,494 extraordinary phishing locales 
recognized from the main quarter through the 
second from last quarter of 2017. The around 
the web phishing rate was 36.511% in the 
primary quarter, 32.211% in the second 
quarter, and 32.122% in the second from last 
quarter of 2017.  Besides, ISP area observed to 
be the most under assault industry area from 
first to second from last quarter of 2017 as 
appeared in Fig 1 below.

Fig 1 Phishing detection rate in 2017

Web phishing attack is comprises for many 
stages. The choice of victim and the amount of 
benefit are important parameters in web 
phishing attack.
Phishing life cycle has following stages:

i. Planning and Setup
In first stage, the phisher determine the 
objective association, an individual or a 
country to be targeted for malicious purpose. 
They uncover the sensitive information with 
respect to their objective and its system. 
Normally phishing starts by sending spoofed 

emails to the victims [2]. Victims are supposed 
to send required information via replying to the 
email. However, most of the users do not 
reveal their information through email. 

Another phishing technique can be adopted 
through creation of phishing websites. A 
combination of both aforementioned 
techniques can also be used for phishing as 
well [3] as shown in Fig 2.

Fig 2  Web-Phishing whole Plot

ii. Phishing
Assailants send mock messages to the dupe, 
utilizing gathered email tend to which request 
classified data from the dupe. Another special 
form of phishing is known as spear phishing. 
In spear phishing, target is generally a group of 
specific individuals. In addition, there are 
many other forms of phishing as depicted in 
Fig 3.

 

Fig 3 Different types of Phishing

iii. Break-in or Infiltration
In this stage, the victim taps on the pernicious 
connection and when he does that, a malware 

naturally introduces on his gadget that enables 
the phisher to get to the system, irrupt and 
change its arrangements and get to rights to it. 

iv. Information Accumulation
When the phisher access on victim’s system, 
they remove the required information. On the 
off chance that the casualty gives classified 
record points of interest, the assailant would 
then be able to get to his record, which may, in 
the end, prompt budgetary misfortunes to the 
casualty. Once the attack is successful, the 
attacker does the information collection. 
Information may contain passwords, user 
identity number, contact lists, private images, 
and credit card information. The whole 
phishing life cycle is shown in Fig 4.

Fig 4 Scenario of web phishing

Detection of phishing website is a problem of 
major concern. Various techniques such as 
fuzzy, neural systems and data mining methods 
applied, in order to, counter web-phishing 
attacks [4]. Several machine-learning methods 
also applied for detection of fake websites. 
Machine learning approach is based on both 
supervised as well as unsupervised. We have 
tested many machine-learning algorithms on 
the given data downloaded from UCI machine 
learning dataset. These algorithms include 
Naïve Bayes (NB), Support Vector Machine 

(SVM), Neural Net (NN), Random Forest 
(RF), IBK lazy classifier and Decision Tree 
(ID3). However, we have observed that 
phishing detection results can be enhanced by 
applying feature selection algorithms like 
Generating Genetic Algorithms (GGA), 
Another Genetic Algorithm (AGA) etc. In the 
end, we have shown the difference of accuracy 
between the results of those machine-learning 
algorithms applied to the data to those 
machine-learning algorithms used with feature 
selection algorithms.

The rest of research article is organized as 
follows: section II contains the previous 
related research work. Section III describes 
methodology of our work. In Section IV we 
have shown the results. In section V we have 
concluded our work.

2. Related Work

In [5] Tahir et al. have proposed a hybrid 
model, in order to, overcome phishing issue. 
Their proposed hybrid model show beats as far 
as high precision and less mistake rate. They 
completed tests in two stages. In the first stage, 
they separately performed classification 
algorithm and select the best three models on 
criteria of execution and high precision. In the 
second stage, they additionally consolidated 
each model with their best “Three” singular 
models.

In [6] authors have proposed the classification 
algorithm named as PAC (Phishing 
Associative Classification). They observed the 
execution of proposed calculation in term of 
precision measurements with four well-known 
calculations that are C4.5, PRISM, CBA, and 
MCAR.

In [7], Authors have portrayed examination in 
arrangement of phishing sites utilizing 

Fig 6: Each Feature get associated with a 
unique ID

Based on the above features in our dataset, we 
have conducted series of experiments that 
involved two streams.

1. Machine learning algorithms along with  
 Feature Selection

2. Machine learning algorithms without    
 Feature Selection.

These both streams involved series of stages 
involved in them with difference of one or 
more stages. The details of all stages involved 
are as follows.

V.  Read CSV: A simple method involved is 
the reading of CSV. A comma-delimited 
Phishing.CSV is given as an input to the 
system. The data contains as many as 11054 
instances.

VI. Cross-Validation: It is a statistical 
method, which involves evaluation and 
comparison of learning algorithms through 
dataset division [14]. The division of dataset 

brought two segments: Train dataset and Test 
dataset. K-fold cross-validation is the basic 
form of cross-validation. In our case, we have 
also cross over our data through cross- 
validation also known as X-Validation. The 
division between train dataset and Test Dataset 
also came into practice. 

VII.  Testing: After Cross validation data is 
passed through the Testing stage. Testing stage 
involves the application of multiple machine 
learning algorithms on the specific data [15]. 

VIII. Classifier: Classifier used to perform 
classification on the given data. Classification 
is actually the task of mapping function from 
input features to finite output values [16].  In 
our case, our task is to classify the given data 
according to Phishy, non-phishy (normal) 
instance based on the previous data learning. In 
our case, the classifiers are Naïve Bayes, ID3, 
KNN, Decision Tree and Random Forest. 

IX. Model Application: After then we apply 
different models to our dataset based on the 
aforementioned various models. 

X. Feature Selection: As we have 
mentioned before, our testing, analysis and 
result generation based on the comparison of 
two streams. One with Feature selection and 
other without feature selection. This is an 
important stage in the data analysis. Feature 
selection aims to choose a subset of feature 
from the available features [17][18]. We have 
used feature selection algorithm like GGA, 
AGA, YAGGA, YAGGA-2. We have used 
these feature selection algorithms along with 
classification algorithms. In result section, we 
will show the effect of performance with and 
without using feature selection algorithm.

XI. Performance: Performance is measured 
against all the stages that we have mentioned 
above. This would be the last stage of each 
stream. Results had been collected and 
compared, in order to, find best.

1. Introduction

 Web phishing is a mechanism of online 
fraud in which the victim is deceived by the 
attacker in gaining victim’s personal 
information like credit card number, financial 
accounts, address, phone numbers etc. The 
assailant makes a fake site page by replicating 
or rolling out a little improvement in the honest 
to goodness page. The fake sites are planned to 
look precisely like the bona fide site. The fast 
advancement of web applications give a ton of 
advantages to web clients to use these web 

application for making all their everyday 
exercises, for example, newspaper perusing, 
shopping, payment of many types of bills, 
ticket booking, and amusement and so forth.  
However, artisan create novel assaults that 
draws in more web client to be gotten in web of 
phishing. As per Gupta et al. [1] the entire 
number of specific phishing sites recognized in 
the primary quarter of 2014 alone was 
125,215, delineating an expansion of more 
than 11% from the 2013 figures. While a 
greater part of the phishing effort utilizes 
malevolently enrolled areas and sub-spaces, 
they have made genuine money related harm 

distinctive Machine learning calculations. 
They have applied various machine learning 
techniques including Random Forest (RF), 
C4.5, REP Tree, Decision Stump, Hoeffding 
Tree and Rotation Forest.  From the outcomes, 
it has been discovered that the Rotation Forest 
calculation with REP Tree as a classifier and 
MLP plays out the best on a full preparing and 
on diminished set, separately.

In [8] authors have utilized information- 
mining approach like supervised 
characterization, which enhances the 
frameworks precision and distinguishes more 
measure of spam and harmful URLs.

Google in [9] gives a support of safe perusing 
that enables the applications to check the 
URLs utilizing a file of suspicious areas, which 
is consistently refreshed by Google. It is a trial 
Programming interface, however, is utilized 
with Google Chrome and Mozilla Firefox, and 
it is anything but difficult to utilize.

Authors in [10] connected distinctive sorts of 
machine learning based arrangement 
calculations, including Naive Bayes (NB), 
Support Vector Machine (SVM), Neural Net 
(NN), Random Forest (RF), IBK relaxed 
classifier and Decision Tree (J48) and broaden 
Pradeep and Ravendra's work by presenting 
new order calculation named Neural Net in 
their test. In the end, they Shield clients from 
nasty or unstructured connections in Site pages 
and Texts.

Measured and looked at the execution of the 
classifier as far as precision. Neural Net 
demonstrated a decent order exactness contrast 
with others.

Authors in [11] proposed another calculation 
Linkguard calculation to give up from phishing 
assaults. This calculation utilizes attributes of 

hyperlinks to deduct the attacks. Linkguard 
algorithm examines the contrast between the 
visual connection 

and genuine connection. Link Guard is 
valuable for recognizing phishing assaults, as 
well as can shield clients from nasty or 
unstructured connections in Site pages and 
Texts.

3. Methodology

In our work, we utilized dataset for the 
examination is "Phishing Websites Dataset" 
("UCI Machine Learning Vault: Phishing Sites 
Informational collection," 2016) [12]. This 
dataset was accumulated fundamentally from 
Phish Tank archive, Miller Smiles archive, and 
Google’s seeking administrators. 

The dataset is separate into training (70%) as 
well as testing (30%) datasets. Dataset 
includes total 11054 instances. All occasions 
sorted as “1” for "Real”, “0” for "Suspicious" 
and “-1” for "Phishy".  We have used Python 
3.6  for data analysis.

The creators illuminate the key features that 
have been turned out to be strong and effective 
in foreseeing phishing sites while proposing 
some new features, tentatively allocating new 
standards to some outstanding features and 
refreshing some different features.

Features have been grouped into following 
categories:

• Address Bar-based features
• Abnormal based features
• HTML and Javascript Based features
• Domain Based Features

The address bar based features is a heuristic 
approach towards web phishing detection [13]. 

Abnormal based feature includes abnormal 
URL, anchor URL, abnormal DNS etc. [13].
We have conducted few experiments on our 
data in terms of its covariance, variance. 

In Fig 5, we have shown various characteristics 

of our data.

These characteristics include total count, 
mean, standard deviation (std) and data range 
(min & max). Therefore, analysis between 
different features is easy enough. 

Fig 5:   Count, Mean and Standard Deviation 
of each dataset feature 

In the next step, we have applied different 
machine learning techniques on our dataset. 
The dataset, as earlier said, was used to foresee 
the exactness of the acknowledgment using 
assorted classifier. For the earlier examination, 
the component assurance is not used and just 
classifiers are used to get the required accuracy 
for each of the classifiers. The data is 
obviously portrayed however this time 
particular segment decision methodologies are 
used for the update of the results or to check 
for any possible upgrades. The usage of feature 
decision procedures furthermore help in 

dimensionality diminish as feature reducing.

In Fig 6, we have correlated each feature name 
with a feature ID. In this study for feature 
selection algorithm, we used Generating 
Genetic Algorithm (GGA), Another Genetic 
Algorithm (AGA), Yet Another Generating 
Genetic (YAGGA) and Yet Another 
Generating Genetic Algorithm-2 (YAGGA2). 
The classifiers utilized were Naïve Bayes, ID3, 
KNN, Decision Tree, and Random Forest. The 
Characteristics of highlight choice calculations 
are that they select the best components on the 
premise of properties weights. 

the account.28% people reveals their posts, 
pictures on social media and 11% of people 
complain that some other person uses their 
account and share inappropriate or irrelevant 
material.
Here are some advices to protect the privacy:

• User must say no to auto login whenever 
they login from other devices because it 
gives the front door to the hackers to visit 
the user profile and get useful data from 
that. So, it’s essential for the user to always 
mention “NO” whenever the system asks 
“remember me”.

• User should understand and make the use 
of the privacy setting for safety features.

• Before user enters the detail on social 
media, spend time to check privacy 
settings. Never announce on social media 
that where are you going and when will you 
come back.

• If the user gets some suspicious activity on 
the account, immediately take an action 
and report to the expert to sort out the issue 
and resolve the problem.

13. Advantages of Social Media

• Social media gives the world-wide 
connectivity and give the users a single 
platform where people can search their 
older friends or even jobs through 
Facebook, Twitter etc.

• Social media also give users the 
commonality of interest where they get 
their desired information and desired area 
of work like painting, cooking, handicrafts, 
ideas, tips, political information etc.

• It gives the facility to share real time 

information that is very much beneficial for 
teachers and students. [23] [24] It also 
provides information about the celebrities. 
They share their personal experiences so to 
become more popular and large number of 
audiences attract toward that particular 
information.

• It offers the facility of advertisement. 
Business owners advertise their products 
for free. Social media is the best approach 
to attract variety of users.

• It provides the facility of new cyclic speed 
through which the people can view the 
news on the social media sites. And day by 
day cyclic speed increases.

14. Disadvantages of Social   
 Media

• Backlash is one of the most common things 
on social media.

• Cyber bulling and crime against the 
children are one of the most important 
crimes happening around the world 
recently.

• Data is not secure and anyone can steal it. 
Personal data can be misused for the 
alternative purposes.

• There are also many chances of fraud 
because most of the websites are not 
secure.

• It is time waster because according to the 
research [25] 89% people spend their time 
on the social media instead of their work.

• Its corporate invasion of privacy and sell 
the user personal detail to the hackers.

and share their personal things easily.

• They can play games, watch movies with 
their teenagers in free time so they build a 
strong bond with them.

• Guide them about the difficulties and 
consequences they may face while using 
social media. Suggest them to read 
different blogs or posts on these issues.

11. Manage the Social Media   
 Privacy

The social media lovers share their personal 
life details in the form of selfies, photos of 
attending parties etc. to express their joys and 
enjoyments to the whole world. [19] But these 
lovers forget to save their personal data from 
the hacker that loves these types of people. 
They share their content without hesitation on 
the social media. Cyber attacker’s attacks on 
the social media account by different websites. 
The user clicks on that particular website 
without knowing the impact. Then all data 
goes to the attackers and hackers, they easily 
steal personal information, identity and on the 
basis of this information, hacker blackmails 
the user. Now the question is how the novice 
users protect themselves from such hackers. 
Let discuss some social media apps and their 
privacy:

11.1   Facebook
Facebook is one of the most common and 
oldest social media networks that gives the 
facility of uploading photos, status updates, 
check in, tag the friend, send messages, calling 
etc. The users can access the Facebook through 
mobile phones also. [20] It takes the personal 
information of the user like name, birth, 
gender etc. and this information is publicly 
available for everyone. In order to secure the 
personal data, there are four privacy setting 

like public, friends, and custom, only me etc. 
To keep ourselves secure from the hackers the 
users always select the option of only me in the 
setting.

11.2   Twitter
Twitter is second most important network on 
the social media through which people interact 
with the real world and share their information. 
Twitter posts are public and in order to make 
the twitter account private, we have to follow 
some precaution and steps:

• Only those people access you, who have 
twitter account.

• Tweets no longer remain on twitter.

• Previous tweet will be hidden after some 
specific time.

12. Safety for Every Device

Nowadays security is no longer saving only 
one machine but saving lots of machines that 
can easily be attacked by the hackers. [21] 
Users share data on daily basis, sometimes the 
quantity or quality of the information shared 
attracts the hackers and they tend to hack the 
particular accounts. Nowadays in the 21st 
century information has become a new 
currency. Mostly after downloading, every app 
asks to access the information on your device 
and users allow that without any hesitation but 
they are unaware of the consequences. The 
information can include a lot of things they 
don't really want to share. Users should try to 
avoid posting the speaking photos as it 
increases the chance of attacks According to 
the researcher by Marketo [22], Facebook is 
the top social media network because of the 
fact that over one billion of users have active 
account with Facebook and almost 13 million 
of users never ever touch privacy settings of 

media content and technologies. This kind of 
users are an easy target for attackers. Another 
problem is stalking and harassment. These 
threats do come from the attackers or any 
strangers. Mostly stalking and harassment is 
done by the family members, friends and 
people around us in our surroundings. Same 
like the pokes and bully criteria. Another 
serious problem is being compelled by the 
organization to turn over the password. This is 
mostly done when the person is going to start a 
new job. Another issue is of location-based 
services. [3] Nowadays a number of users use 
smart phones and all their activities are usually 
done by the smart phones.  Hacker can easily 
attack the people through their smart

phones by accessing their location-based 
services. Lots of the apps which are 
downloaded on daily basis ask for location 
information and their numbers are increasing 
day by day. Hackers can also attack the users 
through these apps. Last but not the least 
problem is phishing attack. This attack is done 
by giving fake policies and sending fake friend 
requests through Emails, Facebook and other 
sources. Now the question is how to protect 
ourselves from these attacks? Simply by 
creating a policy of social media. It can be 
done by creating different policies, training the 
users for using the social media in a secure 
way or by giving limited access to the social 
media. Through these solutions users can 
protect themselves from the hackers and other 
problems. These are the few problems which 
impacts on the user’s privacy. The detailed 
problems and solutions emerging because of 
social media including the definition of the 
term is discussed below.

2. Social Media

“Social” in social media means 
“conversation”. The difference between social 

media and TV is that viewers are engaged with 
the makers of the shows which they are 
watching. In  a brief timeframe TV program 
are supplanted by the web based life world. [4] 
In online communication and conversation 
users share their opinion and build 
relationships. Users share their posts, videos, 
audios and photographs. It involves a 
combination of technology, 
telecommunication and social interaction. It is 
the different form of communication as 
compared to film, television and newspaper. 

3. Privacy

Privacy means the information or data that a 
user does not want to disclose and share with 
others. [5] It is basically that kind of 
information that has potential to be misused. It 
can be the info of a group or individual. If we 
talk about an individual's privacy, it depends 
upon the user whether to share his personal 
information with others or not and in which 
manner to share that information. It is basically 
an ability of an individual or a group to share 
information about themselves. The limitations 
and materials of the privacy differ among 
individuals.

4.  Purpose of Social Media

Social media is not only used for 
communication but it can also be used for 
business connections and promotions. [6] By 
using it user cannot only find the other users 
but also the organization in which they are 
working. The purpose of social media is to 
provide a platform to the users and business 
industry to come and interact with each other 
directly. A business can be well promoted 
through social media.

5. Attack on our Privacy   
 through Social Media
5.1 Human Error
Human error is involved when somebody 
makes a slip that causes an accident or causes 
something dangerous to happen. By clicking 
on any unknown website accidently which is 
not safe can harm the privacy of user.

5.2      Malicious Attack
This attack is due to malware and spyware that 
causes the disaster. [7] According to a research 
report, about 4,000 attacks happen on daily 
basis through malicious attackers. It can 
spread through emailing, or visiting different 
unknown websites.

5.3      Phishing Scams
It is a kind of attack on social media which 
attacks the user’s personal information like 
banking details and passwords. Hackers get 
access to the personal stuff using that specific 
information and harm to the people.

6. Privacy Issues in Social   
 Media

Privacy attacks are when unauthorized user 
tries to enter in your account and get some 
private data. Anyone which is closer to you in 
family can access your account details by just 
simply watching your password. [8][9] The 
main issue of the privacy is that large amount 
of information processes each day without any 
limitation.

6.1 Challenges to Social Media
There are many challenges social media is 
facing today, few of them are

• Cookies
• Bugs
• Spyware

7. Impact on Social Media and  
 Invasion of Privacy

One of the very positive impacts of social 
media is that it provides a platform to 
geographically distributed users to come on 
single platform and share their views. Every 
user has freedom to express their views. The 
information can be easily spread by one 
medium to another without using any other 
source. Usually users don’t pay much attention 
to the privacy and secrecy issues to the 
websites. [10] [11] Government Agencies has 
rights prior to the knowledge of the user to 
access the personal information of the user. 
FBI and NWC3 are the agencies that work for 
cybercrimes and arrest the cybercriminals. 
People who hack private details of the user and 
misuse that information for their personal 
benefits are criminals. There is strict 
punishment for the criminal of almost 5-20 
years of jail with heavy fine that is unable for a 
common man to pay.

8.  Negative Effect of Social   
 Media on Society

Social media build a false sense of connection 
according to the Cornell University Steven 
Strogatz.

[12] Report States that it becomes more 
difficult for user to find a real relationship in 
the world. Users focus more on fake 
relationships on social media without knowing 
each other. By focusing on such websites most 
of energy is wasted and most importantly the 
connection between the families becomes 
weak. Cyber bulling is spreading rapidly 
nowadays in our youth. According to the CBS 
News report in 2010 [13] 42% of the children 
are harassed online and become victim. 

Another negative impact of social media is that 
seller companies show somethings and sell 
different things. There is obviously decrease in 
productivity in doing so. That makes sense of 
fraud to the customers.

9. Risk for Youth using Social  
 Media

 There are many categories of risk. 
Following are few of them that are very 
common for adolescents.

9.1  Online Harassment and Cyber   
       Bulling
Cyber bulling is one of the common ways of 
communication in which offline harassment is 
done. [14] Which can cause depression, 
anxiety or may even lead to suicide, etc. 
whereas online harassment is that where cyber 
bulling is done openly in front of whole world.

9.2   Sexting
It means sending and receiving the sexual 
messages, photographs and posts online on the 
social media that disturbs the other users. This 
phenomenon is very much popular in the 
teenage population. According to a research 
[15] [16] 20% of the users who are in their 
teenage share the sexist videos and text 
messages online.

9.3   Face book Depression
Researchers nowadays call Facebook with a 
new name that is face book depression. Most 
of the teenagers spend almost half of the day 
on social media using Facebook, different 
websites are engaged on other false activities. 
Which later turn into aggression, depression, 
anxiety and sometimes suicide. Sometimes 
social media become risky for the users 
especially if they are novice.

10. Reduce the Impact of Social  
 Media in Life

According to recent research of APS 
(Australian psychology society) teenagers are 
highly involved in the social media life, their 
ages are from 14-19 years and one of the half 
adults involve in the social media through their 
mobile phones. They usually use social media 
5 days in a week for long hours. [17] Using too 
much social media can affect the self-esteem 
of the users /youth and put a very bad impact 
on their lives. Researchers says that 42% of the 
users use social media on bed before sleeping. 
It badly affects the health e.g. back bone 
problem, sleep disorder etc. [18] Most of the 
complaints registered by the teenagers are of 
harassing and being black mailed by the 
strangers. The reason is that the 60% of the 
parents don’t give time to their children or 
don’t monitor their child activities on social 
media. Due to this reason their children get 
caught by some strangers on social media who 
harass them by hacking their accounts and get 
their personal life information. Adolescents 
don’t have idea how to protect themselves and 
how to use the social media in secure way. For 
this purpose, parents need to monitor their 
child on online world. For this purpose, 
parents may follow few tips:

• Parents must connect with their child 
through Facebook, Twitter and other 
accounts on social media. So that they 
check, what their child is posting online 
and which YouTube channel they are 
following. Due to these kinds of clues, 
parents can save their child from driving in 
the wrong direction.

• Parents should trust Children specially in 
teenage and behave like a friend to them. 
They must feel free to share their favorite 
things. In this way children also trusts them 

1. Introduction

 Social media plays an important role in 
our daily lives.

[1]. Social media is basically a source that 
connects the people to the whole world 
through internet. Social media is commonly 
used throughout the world in the form of 
Facebook, WhatsApp, Twitter, Email, Google, 
Skype, Instagram etc. These are the few 
applications through which people connect 
with each other. Social media give useful 
information to the users related to the whole 
world and helps out the users to stay connected 
with the world. [2] No doubt social media 

makes the life of the people much easier. That's 
why with the advanced technology we have an 
increasing number of applications that are 
making people's lives much easier. They forget 
that every useful thing may also have lots of 
side effects. In case of social media there are 
also some serious issues regarding to the 
privacy and security of the personal content of 
the users which may cause several problems. 
The primary thing that comes as an issue is 
account hacking of the user. Attacker can 
easily attack the users through websites. The 
users click on different links without knowing 
those websites, later on their system is infected 
and they have to suffer a lot. Attackers are 
interested in that type of users which are social 
media lovers and continuously using the social 
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15. Conclusion

Everything has a positive or negative impact it 
depends on us how we practice it. Things are 
good if we use them in a positive way. The 
misuse of the social media is on the top 
because of the irresponsible behavior of the 
parents towards their child. The parents play 
an important role in the society and in the life 
of their child. The children go towards the 
wrong track just because they don’t get love 
and attention from their parents. Mostly 
youngsters involve in the cybercrime activities 
because of the ignorance from their parents. 
Parents should be treating their child well. 
They must be living a life like a friend with 
them. They should trust them by giving little 
attention through this they can save the lives of 
innocent ones.
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