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Abstract:

Phishing is the dissemination of malicious web sites used to acquire passwords, credit card details
or any sensitive personal information. Clients of web advancements deal with different security
dangers and phishing is a standout amongst the most imperative dangers that should be addressed.
Phishing sites have certain attributes and designs, in order to, distinguish those components that can
help us to recognize phishing. In order to, recognize such elements information mining methods
have been utilized. In this work, we depicted examination in arrangement of phishing sites utilizing
diverse classification algorithms with genetic algorithms for enhancement, for example, as feature
selection and generation. Keeping in mind the end goal to figure out which technique gives the
prime outcomes in phishing sites characterization. Websites are characterized as “1” for
"Legitimate”, “0” for "Suspicious" and “-1” for "Illegitimate". We have found that machine-learning
algorithms along with feature selection algorithms were the best choice for detecting web phishing
attacks.
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application for making all their everyday
exercises, for example, newspaper perusing,
shopping, payment of many types of bills,
ticket booking, and amusement and so forth.
However, artisan create novel assaults that
draws in more web client to be gotten in web of
phishing. As per Gupta et al. [1] the entire

1. Introduction

Web phishing is a mechanism of online
fraud in which the victim is deceived by the
attacker in gaining victim’s personal
information like credit card number, financial

accounts, address, phone numbers etc. The
assailant makes a fake site page by replicating
or rolling out a little improvement in the honest
to goodness page. The fake sites are planned to
look precisely like the bona fide site. The fast
advancement of web applications give a ton of
advantages to web clients to use these web

number of specific phishing sites recognized in
the primary quarter of 2014 alone was
125,215, delineating an expansion of more
than 11% from the 2013 figures. While a
greater part of the phishing effort utilizes
malevolently enrolled areas and sub-spaces,
they have made genuine money related harm
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clients over the globe. Moreover, there had
been a huge year on year increment in phishing
assaults, which is appear in figure, expanding
altogether from 203,983 of every 2013 to
448,126 of every 2017.

As indicated by the Anti-Phishing Working
Group (APWG), the APWG Got reports of
630,494  extraordinary  phishing locales
recognized from the main quarter through the
second from last quarter of 2017. The around
the web phishing rate was 36.511% in the
primary quarter, 32.211% in the second
quarter, and 32.122% in the second from last
quarter of 2017. Besides, ISP area observed to
be the most under assault industry area from
first to second from last quarter of 2017 as
appeared in Fig 1 below.

Unique Phishing Sites Detected,

003 S} e
LR
b Ty 7544

LARL S

| Sl ] TRTT] i
" [
i X
L 06
L ETTT ra
M 000
30,000
0000

o

lam  Feh M b My e 4 by e

Fig 1 Phishing detection rate in 2017
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Web phishing attack is comprises for many
stages. The choice of victim and the amount of
benefit are important parameters in web
phishing attack.

Phishing life cycle has following stages:

i. Planning and Setup

In first stage, the phisher determine the
objective association, an individual or a
country to be targeted for malicious purpose.
They uncover the sensitive information with
respect to their objective and its system.
Normally phishing starts by sending spoofed

emails to the victims [2]. Victims are supposed
to send required information via replying to the
email. However, most of the users do not
reveal their information through email.

Another phishing technique can be adopted
through creation of phishing websites. A
combination of  both  aforementioned
techniques can also be used for phishing as
well [3] as shown in Fig 2.
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Fig 2 Web-Phishing whole Plot

ii. Phishing

Assailants send mock messages to the dupe,
utilizing gathered email tend to which request
classified data from the dupe. Another special
form of phishing is known as spear phishing.
In spear phishing, target is generally a group of
specific individuals. In addition, there are
many other forms of phishing as depicted in
Fig 3.
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Fig 3 Different types of Phishing

iii. Break-in or Infiltration
In this stage, the victim taps on the pernicious
connection and when he does that, a malware
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naturally introduces on his gadget that enables
the phisher to get to the system, irrupt and
change its arrangements and get to rights to it.

iv. Information Accumulation

When the phisher access on victim’s system,
they remove the required information. On the
off chance that the casualty gives classified
record points of interest, the assailant would
then be able to get to his record, which may, in
the end, prompt budgetary misfortunes to the
casualty. Once the attack is successful, the
attacker does the information collection.
Information may contain passwords, user
identity number, contact lists, private images,
and credit card information. The whole
phishing life cycle is shown in Fig 4.
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Fig 4 Scenario of web phishing

Detection of phishing website is a problem of
major concern. Various techniques such as
fuzzy, neural systems and data mining methods
applied, in order to, counter web-phishing
attacks [4]. Several machine-learning methods
also applied for detection of fake websites.
Machine learning approach is based on both
supervised as well as unsupervised. We have
tested many machine-learning algorithms on
the given data downloaded from UCI machine
learning dataset. These algorithms include
Naive Bayes (NB), Support Vector Machine

(SVM), Neural Net (NN), Random Forest
(RF), IBK lazy classifier and Decision Tree
(ID3). However, we have observed that
phishing detection results can be enhanced by
applying feature selection algorithms like
Generating  Genetic  Algorithms  (GGA),
Another Genetic Algorithm (AGA) etc. In the
end, we have shown the difference of accuracy
between the results of those machine-learning
algorithms applied to the data to those
machine-learning algorithms used with feature
selection algorithms.

The rest of research article is organized as
follows: section II contains the previous
related research work. Section III describes
methodology of our work. In Section IV we
have shown the results. In section V we have
concluded our work.

2. Related Work

In [5] Tahir et al. have proposed a hybrid
model, in order to, overcome phishing issue.
Their proposed hybrid model show beats as far
as high precision and less mistake rate. They
completed tests in two stages. In the first stage,
they separately performed classification
algorithm and select the best three models on
criteria of execution and high precision. In the
second stage, they additionally consolidated
each model with their best “Three” singular
models.

In [6] authors have proposed the classification
algorithm named as PAC  (Phishing
Associative Classification). They observed the
execution of proposed calculation in term of
precision measurements with four well-known
calculations that are C4.5, PRISM, CBA, and
MCAR.

In [7], Authors have portrayed examination in
arrangement of phishing sites utilizing
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distinctive Machine learning calculations.
They have applied various machine learning
techniques including Random Forest (RF),
C4.5, REP Tree, Decision Stump, Hoeffding
Tree and Rotation Forest. From the outcomes,
it has been discovered that the Rotation Forest
calculation with REP Tree as a classifier and
MLP plays out the best on a full preparing and
on diminished set, separately.

In [8] authors have utilized information-
mining approach like supervised
characterization, = which  enhances the
frameworks precision and distinguishes more
measure of spam and harmful URLs.

Google in [9] gives a support of safe perusing
that enables the applications to check the
URLs utilizing a file of suspicious areas, which
is consistently refreshed by Google. It is a trial
Programming interface, however, is utilized
with Google Chrome and Mozilla Firefox, and
it is anything but difficult to utilize.

Authors in [10] connected distinctive sorts of
machine  learning based  arrangement
calculations, including Naive Bayes (NB),
Support Vector Machine (SVM), Neural Net
(NN), Random Forest (RF), IBK relaxed
classifier and Decision Tree (J48) and broaden
Pradeep and Ravendra's work by presenting
new order calculation named Neural Net in
their test. In the end, they Shield clients from
nasty or unstructured connections in Site pages
and Texts.

Measured and looked at the execution of the
classifier as far as precision. Neural Net
demonstrated a decent order exactness contrast
with others.

Authors in [11] proposed another calculation
Linkguard calculation to give up from phishing
assaults. This calculation utilizes attributes of

hyperlinks to deduct the attacks. Linkguard
algorithm examines the contrast between the
visual connection

and genuine connection. Link Guard is
valuable for recognizing phishing assaults, as
well as can shield clients from nasty or
unstructured connections in Site pages and
Texts.

3. Methodology

In our work, we utilized dataset for the
examination is "Phishing Websites Dataset"
("UCI Machine Learning Vault: Phishing Sites
Informational collection," 2016) [12]. This
dataset was accumulated fundamentally from
Phish Tank archive, Miller Smiles archive, and
Google’s seeking administrators.

The dataset is separate into training (70%) as
well as testing (30%) datasets. Dataset
includes total 11054 instances. All occasions
sorted as “1” for "Real”, “0” for "Suspicious"
and “-1” for "Phishy". We have used Python
3.6 for data analysis.

The creators illuminate the key features that
have been turned out to be strong and effective
in foreseeing phishing sites while proposing
some new features, tentatively allocating new
standards to some outstanding features and
refreshing some different features.

Features have been grouped into following
categories:

e  Address Bar-based features

e  Abnormal based features

e  HTML and Javascript Based features
e  Domain Based Features

The address bar based features is a heuristic
approach towards web phishing detection [13].
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Abnormal based feature includes abnormal of our data.
URL, anchor URL, abnormal DNS etc. [13].

We have conducted few experiments on our These characteristics include total count,
mean, standard deviation (std) and data range
(min & max). Therefore, analysis between

different features is easy enough.

data in terms of its covariance, variance.

In Fig 5, we have shown various characteristics

having_IP_Address URL_Length Shortining_Service having_At_Symbol double_slash_redirecting Prefix_Suffix having_Sub_Domain SSLfinal_State

count 11054.000000 11054.000000 11054.000000 11054.000000 11054.000000 11054.000000 11054.000000  11054.000000
mean 0.313914 .633345 0.738737 0.700561 0.741632 <.734538 0.064048 0.251040
std 0.949495 0.765973 0.674024 0.713625 0.670837 0.678165 0.817492 0911856

min -1.000000 -1.000000 -1.000000 -1.000000 -1.000000 -1.000000 -1.000000 -1.000000

25% -1.000000 -1.000000 1.000000 1.000000 1.000000 -1.000000 -1.000000 -1.000000
50% 1.000000 -1.000000 1.000000 1.000000 1.000000 -1.000000 0.000000 1.000000
5% 1.000000 -1.000000 1.000000 1.000000 1.000000 -1.000000 1.000000 1.000000
max 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
Domain_registeration_length Favicon .. popUpWidnow lframe age_of_domain DNSRecord  web_traffic  Page_Rank Google_Index

count 11054000000 11054.000000 .. 11054000000 11054000000  11054.000000 11054.000000 11054.000000 11054.000000 11054.000000
mean 03711 0628551 . 0613353 0816899 0061335 0377230 0207407  -0.483626 0721549
std 0941851 0777804 . 0789845  0.576307 0993162 0926158 0827680  0.875314  0.602305
min -41.000000  -1.000000 ... -1.000000  -1.000000 -1.000000  -1.000000  -1.000000  -1.000000  -1.000000
5% -1.000000  1.000000 .. 1.000000  1.000000 -1.000000  -1.000000  0.000000  -1.000000  1.000000
50% 4.000000  1.000000 .. 1000000  1.000000 1000000 1000000 1000000  -1.000000  1.000000
5% 1.000000  1.000000 ... 1.000000  1.000000 1.000000  1.000000  1.000000  1.000000 1.000000
max 1000000 1.000000 .. 1.000000  1.000000 1000000 1000000  1.000000 1000000  1.000000

Fig 5: Count, Mean and Standard Deviation
of each dataset feature

dimensionality diminish as feature reducing.

In Fig 6, we have correlated each feature name

In the next step, we have applied different with a feature ID. In this study for feature

machine learning techniques on our dataset.
The dataset, as earlier said, was used to foresee
the exactness of the acknowledgment using
assorted classifier. For the earlier examination,
the component assurance is not used and just
classifiers are used to get the required accuracy
for each of the classifiers. The data is
obviously portrayed however this time
particular segment decision methodologies are
used for the update of the results or to check
for any possible upgrades. The usage of feature
decision procedures furthermore help in

selection algorithm, we used Generating
Genetic Algorithm (GGA), Another Genetic
Algorithm (AGA), Yet Another Generating
Genetic (YAGGA) and Yet Another
Generating Genetic Algorithm-2 (YAGGA2).
The classifiers utilized were Naive Bayes, ID3,
KNN, Decision Tree, and Random Forest. The
Characteristics of highlight choice calculations
are that they select the best components on the
premise of properties weights.
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Feature Name Feature ID
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Fig 6: Each Feature get associated with a
unique ID

Based on the above features in our dataset, we
have conducted series of experiments that
involved two streams.

1. Machine learning algorithms along with
Feature Selection

Machine learning algorithms without
Feature Selection.

These both streams involved series of stages
involved in them with difference of one or
more stages. The details of all stages involved
are as follows.

V. Read CSV: A simple method involved is
the reading of CSV. A comma-delimited
Phishing.CSV is given as an input to the
system. The data contains as many as 11054
instances.

VI. Cross-Validation: It is a statistical
method, which involves evaluation and
comparison of learning algorithms through
dataset division [14]. The division of dataset

brought two segments: Train dataset and Test
dataset. K-fold cross-validation is the basic
form of cross-validation. In our case, we have
also cross over our data through cross-
validation also known as X-Validation. The
division between train dataset and Test Dataset
also came into practice.

VII. Testing: After Cross validation data is
passed through the Testing stage. Testing stage
involves the application of multiple machine
learning algorithms on the specific data [15].

VIII. Classifier: Classifier used to perform
classification on the given data. Classification
is actually the task of mapping function from
input features to finite output values [16]. In
our case, our task is to classify the given data
according to Phishy, non-phishy (normal)
instance based on the previous data learning. In
our case, the classifiers are Naive Bayes, 1D3,
KNN, Decision Tree and Random Forest.

IX. Model Application: After then we apply
different models to our dataset based on the
aforementioned various models.

X. Feature Selection: As we have
mentioned before, our testing, analysis and
result generation based on the comparison of
two streams. One with Feature selection and
other without feature selection. This is an
important stage in the data analysis. Feature
selection aims to choose a subset of feature
from the available features [17][18]. We have
used feature selection algorithm like GGA,
AGA, YAGGA, YAGGA-2. We have used
these feature selection algorithms along with
classification algorithms. In result section, we
will show the effect of performance with and
without using feature selection algorithm.

XI. Performance: Performance is measured
against all the stages that we have mentioned
above. This would be the last stage of each
stream. Results had been collected and
compared, in order to, find best.
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Read CSV —DI X-Validation I—I-I Testing I—b| Classifier I—Dl Apply Model |

Main
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selection

Fig 7: Model for applying Machine learning algorithms with & without Feature Selection Algorithms

4. Results and Discussions

In stage 1 classifiers i.e.; Naive Bayes, 1D3,
KNN, Decision Tree and Random Forest and
are utilized to get the required exactness for
each of the classifiers. In stage 2 the
information is, on the other hand, characterized
yet this time distinctive features strategies i.c.;
GGA, AGA, YAGGA, and YAGGA2 are
utilized for the upgrade of the outcomes or to
check for any believable changes. Results
demonstrate that ID3 with YAGGA with 15
features chosen, lessened from 30 highlights,
demonstrate the best execution on this dataset
for order of phishing sites. The results are
shown in Fig 8 with “YAGGA + ID3” shows
the maximum accuracy up to 95%.

Classificatio | Unprocessed Feature Selection Algorithms
n Algorithm Data GGA | AGA | YAGGA | YAGGA2
Naive Bayes | 91.08% 9331 | 75.53 [92.94% | 73.53%

% %

D3 87.16% 9463 | 7553 [94.99% | 74.5%

% %

KNN 89.51% 92.55 | 7353 [94.72% | 73.53%

Decision 91.65% 94.00 | 59.51 [ 93.18% | 86.04%

Tree % %
Random 76.33% 89.27 | 57.88 | 92.46% | 85.92%
Forest % %

Fig 8: Results of accuracy
5. Conclusion and Future work
Web Phishing attack is of serious concern. This

work models the phishing site expectation as a
characterization undertaking and exhibits the

machine learning approach for foreseeing
whether the given site is genuine site or
phishing. The phishing dataset was taken from
UCI learning website. The dataset contains as
many as 11054 instances. In this research,
several machine learning algorithms. The
results were compared with the application of
same machine learning algorithm along with
feature selection algorithm. It has been noted
that YAGGA along with ID3 has given the best
results with approximately 95% accuracy of
website phishing detection. In future, we will
extend this work for other famous website
attacks with the help of machine learning
algorithms.
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