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Abstract

Cloud computing has transformed the IT field by offering adaptable and versatile resources to cater
to the increasing demands of businesses and organizations. Virtualization technologies are instru-
mental in facilitating the efficient deployment and management of resources within cloud environ-
ments. However, there are notable concerns regarding the security implications of virtualization in
the cloud. This research paper thoroughly examines the security aspects of virtualization technolo-
gies in cloud computing, primarily focusing on identifying potential weaknesses, risks, and strate-
gies to mitigate security threats. Additionally, the study investigates the security features and mecha-
nisms provided by leading virtualization platforms and management tools. It scrutinizes access
controls, isolation methods, network security, data protection, and integrity mechanisms offered by
virtualization technologies to safeguard the cloud infrastructure and customer data. Furthermore, the
paper addresses emerging security concerns associated with containerization technologies, encom-
passing vulnerabilities related to container escape, risks stemming from shared kernels, and issues
concerning image integrity. It explores the effectiveness of container security measures, such as
isolation, sandboxing, and access controls, in reducing these risks. Lastly, the paper summarizes the
main findings and provides recommendations to enhance the security of virtualization technologies
in cloud computing. It emphasizes the importance of continuous monitoring, regular security
updates, robust access controls, and threat intelligence integration to mitigate security risks and
uphold a secure cloud infrastructure.

Keywords: Cloud Computing, Virtualization Technologies, Security Analysis, Vulnerabilities,
threats countermeasures, Hypervisor, Containerization, Access Controls.

1. Introduction applications, and data storage. It functions as a
pool of resources characterized by two main

Cloud computing is a technology features. The first characteristic is elasticity,

that enables users to access various services, which allows users to adjust and allocate
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resources according to their specific needs
dynamically. The second feature is multi-ten-
ancy, which enables multiple users to access
and store data on the same shared resources
[1]. The primary goal of Software as a Service
(SaaS) is to facilitate efficient enterprise or site
search on the Internet. Quick and accurate
access to information from databases and
internal storage via website content is crucial
in fast-paced organizations. As a search
technology branch, SaaS provides significant
benefits to various companies and external
customers, catering to their specific require-
ments. Users access SaaS through a web
browser, allowing them to manage, store, and
process essential resources like software,
operating systems, and applications in a
cloud-based environment [2]. Platform as a
Service (PaaS) allows clients to deploy and
utilize diverse applications using programming
languages, libraries, services, and tools to

assist users.

Public cloud environments offer users easy
access to computing resources, including
hardware components (operating systems,
central processors, memory, storage) and
software (application servers, services). These
public clouds primarily serve the purpose of
application development and testing. In
contrast, although more expensive than public
clouds, private clouds provide an ideal solution
for addressing security and privacy concerns
within organizations [3]. Community clouds,
unlike public clouds, provide cost-effective
access without additional expenses. They
enable multiple organizations to share comput-
ing resources. Hybrid cloud models combine

private and public infrastructures and are often
adopted by organizations to manage their IT
infrastructure effectively [4]. Hybrid cloud
architecture offers flexibility and cost-efficien-
cy, making it a preferred choice for businesses
and customers. Figure 1 illustrates the cloud
model.

Service
Models

Figure 1: Cloud service models

Virtualization is a vital component in cloud
computing, as it allows for isolating resources
and services from physical infrastructure.
Organizations are increasingly acknowledging
the importance of cost efficiency and environ-
mentally sustainable practices in their opera-
tions. Virtualization provides advantages such
as increased capacity and initial cost savings.
However, it also brings about high-security
concerns. Figure 2 depicts a conceptual
virtualization model.

Figure 2: Virtualization model
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As virtualization gains practicality, new
advancements and technologies emerge, each
with advantages, disadvantages, and risks.
Implementing these emerging virtualization
technologies often poses challenges for project
administrators and implementers. Virtualiza-
tion encompasses various applications and
executions beyond specific and centralized
server systems. In today's context, virtualiza-
tion is widely supported on readily available
systems utilizing Intel architecture hardware.
This is made possible by Intel Virtualization
Technology, which offers hardware support for
processor  virtualization and facilitates
advancements in virtual machine (VM) moni-
toring software. Consequently, the resulting
virtual machine monitors (VMMs) can accom-
modate a broader range of legacy and future
operating systems while maintaining high
performance. Virtualization can be applied to
hardware and software, and the progress in
virtualization technology continues to evolve.
Many organizations are adopting virtualization
due to its cost-saving benefits, but it is essen-
tial to evaluate the associated risks. While
server virtualization receives significant atten-
tion in the industry and literature, other areas

of virtualization also need consideration [5].

1.1. Types of Virtualization

1. Storage  virtualization involves
consolidating physical storage from
multiple devices into a centralized
storage pool managed through a
central console. This pooling of
storage capacity enables software

programs to identify available storage
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from physical devices and aggregate
it into a virtual storage environment
accessible by VMs. The virtualized
storage appears as a unified storage
entity, allowing read and write opera-
tions. In certain cases, even a RAID
cluster can be considered a form of

storage virtualization [6].

Storage virtualization offers numer-
ous advantages, including increased
productivity and enhanced security. It
enables remote access, allowing users
to work from any location and on any
computer. This flexibility provides
employees with convenience and
resilience, enabling them to work
from home or while on the move [7].
Additionally, storage virtualization
helps protect sensitive data by storing
it on a central server, minimizing the
risk of loss or theft [8].

Server Virtualization: Server virtual-
ization is the most widely recognized
form of virtualization in the cloud. It
offers benefits such as improved
hardware utilization and application
uptime. The main concept behind
server virtualization is to combine
multiple smaller physical servers into
a single larger physical server to
utilize the processor more effectively.
Server virtualization can be further

categorized into the following types:

Full Virtualization: In this type, the
complete emulation of the real
hardware allows the software to run

an unmodified guest operating
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system.

5. Paravirtualization: The software runs
in a modified operating system as a
separate system, but not in an unmod-

ified form.

6. Partial Virtualization: This hardware
virtualization may require software
modifications to function.

7. Network Virtualization: This technol-
ogy offers a virtual infrastructure that
simplifies the administration of

software and hardware resources

within a network. It can be catego-
rized into two types: external virtual-
ization, which combines or divides

networks into virtual units, and

internal virtualization, where
software  incorporates  network
functionalities. External network

virtualization is also referred to as
virtual LAN [3].

1.2. Hypervisor
A hypervisor, a VMM, is a technology used to

create and run VMs. It enables multiple operat-
ing systems to share a single host system and
its hardware resources. The hypervisor, also
called software virtualization, is responsible
for partitioning and allocating resources such
as CPU and RAM on the hardware [9]. There

are two types of hypervisors:

1. Type 1: Native/Bare Metal Hypervi-
sor: This hypervisor is installed
directly on bare-metal hardware,

functioning as a software layer. It

operates independently and does not
require a different operating system.
Some level of external management is

needed to oversee its operation.

2. Type 2: Hosted Hypervisor: This
hypervisor is installed within an
operating system. It runs as a software
application on the host operating
system, providing virtualization

services. Examples of hosted hypervi-

sors include VirtualBox and VM

Workstation.

1.3. Virtualization Techniques

This technique depends on paired interpreta-
tion to trap just as to virtualize certain touchy
and non-virtualizable guidelines with new
arrangements of directions that have the
proposed impact on the virtual equipment. The
binary image is controlled at the runtime, and
User level code is straightforwardly executed
on the processor for superior virtualization.
The mix of parallel interpretation just as imme-
diate execution gives Full Virtualization as the
visitor OS is decoupled from the essential
equipment by the virtualization layer. Paravir-
tualization primarily alludes to correspondence
between hypervisor just as visitor OS to
improve productivity and execution. Paravirtu-
alization additionally includes changing the
OS part to supplant non-virtualizable Guide-
lines with hyper calls, which discuss straight-
forwardly with the virtualization layer hypervi-
sor. Memory Virtualization. It familiarizes a
course by decoupling the specialist's memory
to give a passed-on, shared, or organized limit.

It improves execution by giving more impor-
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tance to memory limits without extension to

the essential memory [10].

2. Related Work

[11] Storage virtualization refers to combining
physical storage from multiple devices into a
unified storage pool managed through a central
control system. This allows software programs
to recognize available storage from physical
devices and merge it into a virtual storage
environment that VMs can access. The virtual-
ized storage is a single entity, enabling read
and write operations. In some cases, even a
RAID cluster can be considered a form of

storage virtualization.

[12] The advantages of storage virtualization
are significant, including increased productivi-
ty and enhanced security. It enables remote
access, allowing users to work from any
flexibility

provides convenience and resilience for

location and computer. This
employees working remotely or while on the
move [8]. Additionally, storage virtualization
ensures the security of sensitive data by storing
it on a central machine, minimizing the risk of
loss or theft.

[13] Storage virtualization is the process of
merging physical storage from various devices
into a centralized storage pool controlled
through a central console. This consolidation
of storage capacity enables software applica-
tions to recognize and merge available storage
into a virtualized storage environment that can
be accessed by VMs. The virtualized storage is

perceived as a unified entity, enabling read and
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write operations. In some instances, a RAID
cluster can also be regarded as a type of storage

virtualization.

[14] Storage virtualization offers numerous
benefits, such as improved productivity and
heightened security. It enables remote access,
allowing users to work from any location and
using any computer. This flexibility provides
employees with convenience and adaptability,
allowing them to work effectively from home
or while traveling. Moreover, storage virtual-
ization guarantees safeguarding sensitive data
by storing it on a centralized machine, thereby
minimizing the potential risks associated with
data loss or theft.

[15] The presence of expensive and proprietary
equipment, along with strict signaling proto-
cols, poses challenges for current mobile core
networks. When specific functionality is
lacking, mobile operators are required to
replace their hardware, even if it is sufficient
for most purposes. This highlights the difficul-
ty of implementing Network Function Virtual-
ization (NFV) and emphasizes the need for
dynamic designs to create and manage network
capabilities. NFV's core concept revolves
around deploying Virtualized Network Func-
tions (VNFs) in a deployment diagram. The
virtualization of the mobile core network using
Cloud EPC can address the issue of costly
control and maintenance of long-distance
persistent tunnels for mobile operators.
Technologies like MME pooling facilitate this
approach. It's important to note that only a
portion of the mobile core network can be
virtualized if desired. Cloud EPC enables a
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transition to a more intelligent, resilient, and
scalable core architecture. By leveraging
Cloud EPC, mobile carriers can expand their
existing horizontal market business and
explore vertical markets that were previously
untapped. Service providers have the opportu-
nity to offer home services through dedicated
Customer Premises Equipment (CPE) support-
ed by network-centric back-end systems.

[16] The VMM needs to offer a software
interface to the VM that closely mimics the
underlying hardware. However, it should also
retain control over the machine and the ability
to intervene in hardware access when neces-
sary. When assessing these factors, the main
design objectives for VMMs are compatibility,
performance, and simplicity. Compatibility is
of utmost importance because the key advan-
tage of a VMM is its capability to run legacy
software. Performance, which evaluates the
effects of virtualization, aims to ensure that the
VM operates at the same speed as software on

real hardware.

[17] Virtualization improves the efficiency,
ease of management, and reliability of central-
ized computer systems. It enables multiple
users with different operating system require-
ments to effectively share a virtualized server.
By coordinating operating system updates
across VMs, downtime can be minimized.
Additionally, failures in guest software are
isolated to the specific VMs in which they
occur. While these advantages have tradition-
ally been associated with high-end server
systems, recent academic research and the

emergence of VM-based products indicate that

the benefits of virtualization are applicable to a
wider range of server and client systems. This
cloud model emphasizes availability and
encompasses five key attributes, three service

models, and four deployment models.

[18] During the initial adoption of VMs, it was
typical for a single organization to develop the
VMM, hardware, and guest operating systems.
These vertically integrated companies allowed
experts to refine traditional virtualization
techniques. One approach involved modifying
guest operating systems to provide higher-lev-
el information to the VMM, taking advantage
of the flexibility in the VMM/guest operating
system interface. Another approach focused on
exploiting the flexibility in the hardware VMM
interface to enhance traditional VMMs. The
VMM stored much of the privileged state of
the guest in a hardware-defined structure and
executed the SIE instruction to initiate
interpretive execution. During interpretive
execution, many guest operations, which
would normally trap in a non-privileged
environment, accessed shadow fields. Virtual-
izing the memory management unit (MMU)
presented many complex scenarios when
analyzing hardware VMMs. In this section, we
explore future approaches in both hardware
and software to bridge the performance gap
with software VMMs. As hardware implemen-
tations advance, the overheads associated with
hardware virtualization will diminish over
time. Measurements were conducted on a
desktop system using. It is important to note
that for clarity, we have treated the software
and hardware VMMs as separate entities.
However, in VMware, both VMMs are part of
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the same binary. We have conducted experi-
ments with a hybrid VMM that dynamically
selects the execution method based on heuris-
tic algorithms driven by guest behavior. The
goal is to leverage the superior system-level
performance of the hardware VMM and the
superior MMU execution of the software
VMM.

[19] In NFV organizations, the task of assign-
ing various administration chains to the physi-
cal network is essential. An administration
chain comprises one or more services or virtual
machines (VMs) interconnected to fulfill
specific functionalities. These administration
chains can be assigned in a hybrid network
environment, utilizing either  physical
hardware or virtualized instances. When a
service request is made, it can be allocated on
dedicated hardware or through a VM provided
by the service provider. Additionally, client
VMs can be integrated into an administration
chain. The main distinction between service
and VM requests is that the client who initiated
the service chain request manages the VM
within the administration chain. Resource
allocation for the first two deployment types
resembles network-aware VM allocation in
cloud environments, with the only difference
being the consideration of CPU and memory

requirements for VM deployment.

[20] In order to improve the networking
performance of scaling up VMs, it is crucial to
identify the specific system component that is
causing limitations. To achieve this, we initiate
an evaluation process that scrutinizes the four
main systems involved. Through virtualization

of the cloud platform, we enhance the avail-

ability of resources and enhance the flexibility
of their management. This approach also leads
to cost reduction by enabling hardware multi-
plexing and improves energy efficiency.

[21] The online nature of the cloud system
exposes it to security issues commonly found
on the web. Despite its differences from
traditional computer systems, the cloud system
can encounter similar security challenges.
Security and data protection are major
concerns in cloud computing. Traditional
security issues like vulnerabilities, viruses, and
hacking attacks can jeopardize the integrity of
the cloud system and can have more severe
consequences due to the nature of cloud
computing. Unauthorized access by hackers
and malicious intruders can compromise cloud
accounts and steal sensitive data stored within
cloud systems. Since data and business appli-
cations reside in the cloud center, it becomes
crucial for the cloud system to implement
robust security measures.

[22] A challenging and emerging development
in cloud computing and data center architec-
tures is NFV. As hosted applications in cloud
systems increasingly have complex network-
ing requirements, providers seek greater
flexibility
infrastructure. This flexibility necessitates the

in managing the wunderlying
redistribution of VMs, applications, and data
storage based on the real-time status of the
system. The complexity of this task requires
advanced management techniques and the
adoption of software-based approaches, partic-
ularly highly scalable and dynamic network
virtualization methods. Network virtualization

entails the separation of functionalities within
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a networking environment by dividing the
roles of Internet Service Providers (ISPs) into
two components: infrastructure providers
responsible for managing the physical
infrastructure, and service providers responsi-
ble for creating virtual networks by pooling
resources from multiple infrastructure provid-
ers and offering comprehensive connectivity

services.

[23] Scaling resources manually by a human
administrator may seem simple. Still, it is not a
viable option considering the increasing cloud
size and multiple web services sharing the
same infrastructure and data. Automating
resource allocation for web services becomes
crucial, considering performance history,
issues, SLA requirements, and resource securi-
ty when scaling up or down. Such a system can
rely on Al techniques to efficiently determine
the required resources for the service. One
commonly used machine learning algorithm is
Support Vector Machines (SVM), employed in
tasks like pattern recognition, spam filtering,
and anomaly network intrusion detection.
SVM can learn patterns and provide accurate
classification by utilizing class labels. It finds
the optimal global solution by finding a hyper-
plane that separates two classes. The data
points closest to the hyperplane are known as
support vectors, and based on their features,
the predicted class is determined. In this study,
anovel clustering selection algorithm has been
proposed for collaborative range sensing. The
algorithm focuses on selecting the most
reliable cluster heads that can transmit their
sensing decisions to the aggregation center.
The scheme's performance has been evaluated
by analyzing energy consumption and trans-

mission delay, comparing it to the conventional
model. Analytical and simulation results
demonstrate the superior performance of the
proposed method across different trust level
values compared to the conventional model.

[24] Organizing unknown documents using
ML techniques can be divided into two subse-
quent stages: training and testing. In the first
stage, a designated set of documents, known as
the training set, is provided to the system. Each
document is then parsed, and a vector repre-
senting the document is extracted based on a
predetermined vocabulary. These representa-
tive vectors and the corresponding known
labels serve as input to a learning algorithm.
By training on these vectors, the learning
algorithm generates a classification model. To
assess the performance of the computer
processor, we utilize the sysbench stress test.
This test is designed to challenge the central
processor by calculating prime numbers. The
algorithm divides the number using progres-
sively increasing numbers and verifies that the
remainder (estimate) is zero. In this particular
case, we examine how power consumption
increases as the number of virtual elements
assigned to different physical cores increases,
as explained in the context of computer
pinning. This research paper provides a virtual-
ization performance model for IT managers to
follow before implementing Virtualization

technology in their data centers.

[25] Virtualization allows existing operating
systems to run on shared-memory multiproces-
sors. VMs can create diverse testing environ-
ments, facilitating innovative and effective

quality assurance processes. Additionally,
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virtualization can be leveraged to introduce
new features to existing operating systems
with minimal effort. It simplifies tasks such as
system migration, backup, and recovery,
making them more manageable and cost-effec-
tive. Virtualization provides a practical
approach for achieving parallel compatibility
across various hardware and software
platforms, enhancing coherence among differ-

ent aspects of the virtualization process.

[26] The cloud infrastructure is distributed
among multiple instances operating within the
cloud. When many VMs run on the same node,
their performance can be negatively impacted.
This is particularly evident when multiple
machines are simultaneously utilizing the
network, managing a significant volume of

Start

data. Similarly, access to the hard drive is
shared among the virtual entities, and in the
Amazon cloud, disk access, and network usage
are treated as shared resources. The utilization
of Mobile Edge Computing (MEC) systems
also presents opportunities for further research
in developing new services and applications to
enhance network efficiency and improve the
user experience. MEC can be leveraged to
maintain network or service states for emerg-
ing applications, such as ensuring scalability
by preserving critical parameters and provid-
ing backup support.

3. Proposed Methodology

The proposed methodology of this study is

depicts in the Figure 3.
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Figure 3: Research Methodology
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Step 1: Is Virtualization Necessary:

This step aims to assess virtualization's
suitability for a specific scenario. Several
factors should be considered when considering
virtualization to determine its compatibility
with the needs. Compatibility refers to the
ability of different components to work togeth-
er [27]. Verifying whether the workload can be
effectively executed in a virtualized environ-
ment is important. Workloads can include
applications running on the client, server, or a
combination. Susceptibility is another factor to
consider. It involves evaluating whether the
workload can run in a virtualized environment.
It is advisable to review the support policies of
non-Microsoft vendors to ensure compatibility
across different virtualization technologies.
Licensing is an important aspect to examine. It
involves verifying if the necessary licenses are
available to use the workload in a virtualized
environment. Furthermore, it is crucial to
determine the benefits of virtualizing the work-
load to the business. Assessing the business
case for virtualization can reveal potential
advantages such as cost savings, reduced
implementation time, and low management
costs [28].

Step 2: Categories the Workload:

Once the decision has been made to proceed
with virtualization, the next step is to classify
the workload into the appropriate category
[29]. This step involves determining whether
the workload is designed to run on a Windows
Server-based server or a client device. Server

workloads have distinct resource requirements

and levels of interactivity compared to work-
loads specifically designed for server operating

systems.

Step 3: Hardware Server or Software Server
for Virtualization:

Microsoft provides two server virtualization
products: Hyper-V, integrated into Windows
Server 2008 R2, enabling hardware virtualiza-
tion for servers, and Virtual Server 2005 R2
with SP1, offering software virtualization for
servers [30]. The objective of this stage is to
identify the product that best aligns with the
specific technological needs of the environ-
ment for establishing most appropriate virtual-

ization framework.

Step 4: Client Connectivity:
This step involves narrowing down the virtual-
ization options based on the network require-
client

ments of the computers. For

server-based systems, computers already
connected to the network can be utilized,
whereas locally available applications will
need to be relied upon for those not connected
[31]. It is important to note that user specifica-
tions and application requirements can vary
between different workloads, so the decisions
made in this and subsequent sections should be

validated for each workload being virtualized.

Option 1: Connected Clients, Option 2:

Disconnected Clients

Step 5: Workload Location:

The subsequent phase for interconnected client
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systems involves determining the execution
location for the workload. Based on the previ-
ous technology choices, the virtualized work-
load can operate either in a centralized or

decentralized manner.

Option 1: Workload Centralization, Option 2:

Workload Decentralization

Step 6: Session or Desktop Virtualization:

After deciding to centralize operations, the
subsequent task involves choosing between
session virtualization and desktop virtualiza-
tion. In both scenarios, users establish connec-
tions to centralized workloads via a Remote
Desktop Protocol (RDP) connection. Client
computers can operate with a complete operat-
ing system and an installed RDP client, such as
Windows 7 or any other compatible operating
system [32]. Alternatively, they can be diskless
and boot directly from the network, without

storing any local data or programs.

Option 1: Virtualization of Sessions, Option 2:
Virtualization of the Desktop

Step 7: Application or Desktop Virtualization:
In this stage, the suitability of the workload for
either application virtualization or desktop
virtualization is determined.

Option 1: Virtualization of applications,
Option 2: Virtual PC

App-V enables the installation of applications

through MSI or on-demand streaming into a

virtualized environment. In this setup, user
machines are capable of handling application
processing. To deploy and execute virtualized
applications, client computers must have a
compatible full client operating system that
meets the hardware requirements specified by
App-V. Additionally, a reliable network
connection is necessary [33]. Windows Virtual
PC allows users to run complete client operat-
ing systems on their local computers. The
client computer must have sufficient CPU,
memory, disk, and network resources for the
base Windows operating system and each VM
utilized to support this configuration. Windows
Virtual PC facilitates the execution of legacy
programs and systems, with
Windows XP Mode in Windows 7 offering a
tailored Windows XP VM running on
Windows Virtual PC.

operating

4. Simulations And Results

ChecKklist of items to consider:

1. Let's begin with the network.
2.Give the VM a name.

3. Choose a location for the VM.
4. Determine the VM's size.
5.Recognize the price model.

6. Storage for the VM.

7.Choose a computer operating system.

Figure 4 shows the Azure services interface.

Int.J. Elect.Crime Investigation 7(2):IJECI MS.ID- 02 (2023) 13
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Figure 4: Azure services interface

Network: First consider the network, not the
VM. Azure uses virtual networks (VNets) to
provide secure connectivity between Azure
VMs and other Azure services. VMs and
services in the same virtual network can

communicate [34].

Divide Network into Sections: Construct one
or more subnets for the virtual network after
choosing the virtual network address space(s).
This allows to divide the network into more
manageable portions. For example, that may
give VMs 10.1.0.0, back-end services 10.2.0.0,
and SQL Server VMs 10.3.0.0.

Keep the network Safe: By default, there is
no inherent security boundary between
subnets, allowing unrestricted communication
between services. However, it is possible to
establish Network Security Groups (NSGs) to

control the flow of traffic to and from subnets

hed ppand for fres

and virtual machines (VMs) [35]. NSGs
function as software firewalls at the network
interface, enabling the application of custom-
ized rules to regulate inbound and outbound
requests.

Plan for Each VM Deployment: Start with
VMs that is to be built once it has mapped out
with communication and network require-
ments. Selecting a server and taking an inven-
tory is a good idea:

1. With whom does the server communi-
cate?

2. What ports are available?

3. What operating system is being used?

4. How much disc space is currently
occupied?

5. What kind of information is used in
this? Are there any legal or other ramifi-
cations to not having it on-premises?

6. What is the server's CPU, memory, and
disc I/O load like? Is there a need to

account for surge traffic?
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Giving Name to VM: The VM's name is one
piece of information that many people
overlook. The computer name configured as
part of the operating system is the VM name.
On a Windows VM, it can be given a name up
to 15 characters; on a Linux VM, name can be
given up to 64 characters [36]. In Azure, an
Azure resource is a managed entity. VM, like
physical computers in datacenter, require

various components to function properly:

o Storage account for the discs in the VM
e Networking over the Internet (shared

with other VMs and services)

e To communicate across a network, it
needs a network interface.

e Secure network traffic with Network

Security Groups Public Internet address

VM Location: Azure has servers and discs in
data centers worldwide [37]. To offer redun-
dancy and availability, these data centers are
divided into geographic regions (‘West US,'
'North Europe,' 'Southeast Asia,' and so on) -

selection of VM location as shown in Figure 5.

Computer name test-ububtu-cus-vm
Operating system ¢ Linux (ubuntu 18.04)
Size Standard D2s v3 (2 vcpus, B GIB memory)

I'i"..l.'llr-: IP address 22.173.135.162

Private IP address : 10.0.0.4

Virtual network/subnet :
DS fnamne Cg:r'l.h{_;l.:n_*
Figure 5: Location selection

Determine the VM's Size: After name and
location have been decided, it will need to
determine the size of the VM. Rather than
specifying processor power, memory, and
storage capacity separately, Azure offers a
variety of VM sizes with different variants of
these factors [38]. Azure offers a variety of
VM sizes, allowing to choose the right combi-
nation of computation and memory.

Size Adjustment: When the current VM size
no longer matches the requirements, Azure
allows to adjust it. It can upgrade or down-
grade the VM if the new size is compatible
with the present hardware configuration [39].
This allows for a completely flexible and agile
approach to VM management.

Leam-075ab6fe-1297-4ceT-bcB4-01ecBaZbibad -vnet/default

Select Price Model: The subscription will be
charged two distinct costs for each VM:
computation and storage. It may scale these
costs independently and only pay for what is
needed by separating them.

Storage for VM: All Azure VMs should have
at least two virtual hard discs as a best practice
(VHDs). The operating system is stored on the
first disc, while temporary storage is kept on
the second. Additional discs can be added to
hold application data; the maximum number is
governed by the VM size (typically two per
CPU) [40].

Azure Storage: Microsoft's Azure Storage is a
cloud-based data storage service. It can store
practically any data, giving the secure, redun-
dant, and scalable access. For a given subscrip-
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tion, a storage account grants access to items in
Azure Storage. Each attached virtual disc is

VM using Azure's OS images. As previously
stated, the operating system will impact the

always stored in one or more storage accounts
on VMs [41].

hourly compute rate because Azure includes
the cost of the OS license in the prices. It can
be used the New-AzVM cmdlet to create a new

Choosing a system: Different Windows and Azure VM:

Linux flavors versions can be installed on the

New-AzVa °
-ResourceGroupiame "TestResourceGroup”
~Name "test-wpl-eus-m" °
-Location "East US" °
~VirtualNetworkName "test-wpl-eus-network”
-SubnetName "default” '
-SscurityGroupName "tast-wpl-sus-nsq” '
-PublicIpAddressiame "test-wpl-sus-pubip® °
-OpenPorts 80,3389

To create an Azure VM with the az vm create command:

az vm create \
--resource-group TestResourceGroup \
--name test-wpl-eus-vm \
--image win20l6datacenter \
--admin-username jonc \
--admin-password aReallyGoodPasswordHere

C# code to create an Azure VM using Microsoft. Azure. Management. Fluent NuGet package:

Var azure = Rzure

Configure()
WithLoglevel (HttploggingDelegatingHandler.Level.Basic)
.huthenticate (credentials)
.WithDefaultSubscription();

...

var vmName = "test-wpl-eus-vm";

azure.VirtualMachines.Define (vmName)

WithRegion (Region.USEast)

WithExistingResourceGroup ("TestRescurcaGroup”™)

WithExistingPrimaryNetworkInterface (networkInterface)

WithLatestWindowsImage ("MicrosoftWindows3erver”, "Windows3erver™, "2012-R2-Datacenter”)
WithAdminUsername ("jonc")

WithAdminPassword("aReallyGoodPasswordHere")

WithComputerName (vmName)

WithSize (VirtualMachineSizeTypes.StandardDsl)

Create():
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Snippet in Java using the Azure Java SDK:

String wvmName = "test-wpl-eus-wm";
fif...

VirtualMachine virtualMachine = azure.virtualMachines()

.dafine [vmMama)
«withRegicn (Region.U3 EAST)

MithExistingResourceGroup ("TestResourcesroup™)
.MithExistingPrimaryNetworkInterface (networkInterface)
sithLatestWindowsImage ("MicrosoftWindowsServer®, "WindowsSsrver", "2012-R2-Datacenter")

«withAdminUsername ("jonc"®)

.withAdminPassword ("aReallyGoodPasawordiere”)

mMithComputerName (vmNams)
-withSize ("Standard Ds1®)
.create();

5. Conclusion

In conclusion, the security analysis of virtual-
ization technologies in cloud computing
presents a comprehensive understanding of the
key challenges and potential threats associated
with adopting virtualization in the cloud
environment. Through an in-depth examina-
tion of various virtualization techniques and
their security implications, this analysis has
shed light on the strengths, weaknesses, and
best practices organizations should consider
ensuring robust security in their cloud-based
virtualized infrastructures. The analysis
highlighted the benefits of virtualization, such
as resource optimization, scalability, and
cost-effectiveness. However, it also revealed
several security concerns arising from the
shared nature of virtualized environments,
including the potential for information
leakage, unauthorized access, and hypervisor
vulnerabilities. These risks underscore the
need for robust security measures to protect
sensitive data and ensure the integrity and

confidentiality of cloud-based services.
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