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ABSTRACT

Big Data is commonly characterized by the 4 V's: Volume, Variety, Velocity, and Veracity. In
today’s digital age, data is generated in terabytes and petabytes, far exceeding the storage
capabilities of a single machine. With data constantly circulating across cloud platforms, the risk
of leakage and fraud has increased significantly, with credit card fraud being one of the most
pressing global concerns. As numerous shopping platforms and businesses operate around us, each
domain generates vast amounts of data, often reaching into yottabytes. Manually handling,
analyzing, or detecting anomalies in such large-scale data is extremely challenging. However, with
the advancement of computing and emerging technologies, detecting fraud has become much more
efficient and scalable. This study examines the application of big data in analyzing credit card
consumer behavior, specifically in the context of online transactions, password creation, age,
income, and other relevant factors. The focus is on identifying anomalies in these data points to
detect potentially fraudulent activities quantitative approach is employed to identify statistical
patterns, and the performance of seven different machine learning algorithms, such as Logistic
Regression, K-Nearest Neighbors (KNN), and XGBoost, is evaluated for their effectiveness. As
technology advances, factors such as age and increasing reliance on online transactions, e-
commerce, and digital banking contribute to rising vulnerabilities, making fraud detection more
critical than ever. In the Real-time credit card fraud detection using big data, different algorithms
are discussed and implemented so XGBOOST gives better results with 99% accuracy as another
ML Algorithm. The impact of compliance on sophisticated data-based security systems will be
examined in a later study, which can make use of historical fraud typologies and trends to
comprehend potential shifts over time.

Keywords: Anomaly Detection, Machine Learning Algorithms, Big Data, Credit Card Fraud
Detection, XGBoost and KNN
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1. INTRODUCTION

Over all the world consumers now utilize the
internet more frequently for banking, mobile
payments, and purchases, which is convenient but
also exposes them to hackers. The existing
methods for identifying fraud are no longer
effective; new, more effective methods that might
work for the new customer type are required [1].
Conventional decision-making usually depends on
empirical techniques, a specialist's knowledge, or
strict, antiquated algorithms that are unable to
adjust to complex patterns or new information in
contemporary  data. Even while the
aforementioned techniques might be effective in
some fields, they are frequently limited by human
cognitive biases and the sheer difficulty or
impossibility of processing such massive amounts
of incoming data. Delays in response, significantly
increased error rates, and a general inability to
handle massive datasets to reveal accurate and
important information are all possible outcomes of
decisions made using traditional methods rather
than machine learning techniques [2]. Consumers
benefit from credit cards in addition to debit cards
since they protect items that may be lost, stolen, or
destroyed. Before using their credit card to make
any purchases, customers must confirm the
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transaction with the retailer [3]. Credit card fraud
is detected using a variety of techniques, such as
statistical, machine learning, and deep learning
methods. To find and examine irregularities in
credit card transactions, statistical methods,
including regression, hypothesis testing, and
clustering are used. Machine learning techniques,
on the other hand, use algorithms to analyze
previous data and identify fraudulent activities in
real time. Neural networks are used in deep
learning techniques to automatically find complex
patterns and features in large, complicated
datasets, leading to incredibly accurate fraud
detection [4]. We examine the effectiveness of
artificial neural networks (ANN-DL), K-nearest
neighbors (KNN), Naive Bayes classifiers,
decision trees, random forest classifiers, and
logistic regression. To find the best models for
identifying fraudulent transactions, we compare
important performance parameters like accuracy,
sensitivity, specificity, and F1-score. Furthermore,
we investigate how various folds in cross-
validation affect model performance, offering
information on the classifiers' stability and
resilience. This study adds to the continuous efforts
to create reliable and effective fraud detection
systems, providing insightful information to
researchers and financial organizations working to
successfully battle credit card theft [5].

Figure 1. Large-scale real-time credit card fraud
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Fig 1 illustrates the process involving a transaction
dispute related to fraudulent activity using a credit
card issued by Bank Alfalah. Initially, a cardholder
engages in an online shopping order, which leads
to a deduction from their account. However, the
cardholder later receives a statement indicating a
disputed charge, prompting them to seek a
chargeback from the bank. The flow also
highlights the involvement of a fraudulent entity
that compromises the cardholder's data, leading to
unauthorized transactions. This visualization
encapsulates the cycle of online shopping,
potential fraud, and the subsequent actions taken
by the cardholder and bank to resolve the dispute.

2. RELATED WORK

Machine learning solutions are extremely helpful
in various effective spheres in which data have to
be processed; one of them is the detection of card
fraud. Some of the methods recommended in prior
studies have proposed inclusion of methods to
detect fraud during the supervised approaches, the
unsupervised approaches, and even a hybrid
approach; this make sit necessary and important to
know some technology in the identification of
credit card fraud and understand better the nature
of card frauds. Numerous measures were proposed
and verified. The following brief will review most
of them. Prediction of card fraud has been centered
on the interpretation of the card actions during
purchase. During the process of identifying card
fraud, most of them were put in place, including
neural network (NN), genetic algorithm (GA),
support vector machine (SVM), frequent itemset
mining (FISM), decision tree (DT), optimization
algorithm of the migratory birds (MBO) and naive
Bayes process (NB). In its performance, the
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guantitative analysis carried out is an estimation of
the logistic regression and naive Bayes analysis
alongside assessment of the Bayesian and neural
system output on the dataset of credit card fraud
[6]. A synopsis of the available works done
towards real-time credit card fraud detection is
contained in the Table 1.

Kasongo [12] designed a GA-based FS to enhance
the performance of ML-based models used in the
field of intrusion detection systems. The results
demonstrated that the RF classifier performed
better when GA was used, with an Area Under the
Curve (AUC) of 0.98.

Numerous assessments of earlier studies have been
carried out to analyze machine learning
applications in detecting fraudulent credit card
activity using innovative and stacked architectures
[13-16]. Numerous studies have been completed
using various data mining approaches; according
to reviews [17-21], over 23% of these studies have
focused on the SVM methodology, with the naive
Bayes and random forest techniques accounting
for 13% of the total number of research papers. Up
until now, the research has mostly concentrated on
the data. The researchers found that the data was
unbalanced, which is likely what caused the
models' performance to deteriorate. As a result,
they used under-sampling and oversampling, and
the under-sampling strategy using logistic
regression  produced better results [22].
Researchers have successfully experimented with
artificial neural networks for fraud detection since
they perform well when dealing with complex data
[23]. In this paper, additional analysis has been
demonstrated to examine more commonly used
techniques that may perform better than the earlier
findings. After applying 19 resampling techniques
to each algorithm, the top three are chosen to be
used in the second stag
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Table 1. The recent efforts to improve the identification of real-time credit Card Fraud

Reference Dataset Method Pros

[7]1 European KNN Mean-squared
card holders error is

decreased using
CFLANN.

[8] Chinese Support The CCFD
financial vector performs better
institution machine, overall.

neural
network

[9] Datasets SVM, KNN | It facilitates the
from categorization of
financial real-world
institutions interactions.

[10] Banks SVM SVM avoids
datasets overfitting.

[11] UCSD FICO @ VM, KNN, The less
datasets Naive Bayes  significant

(NB) change has little
effect on how
the model is
implemented.

Our objective is to address three main 3.
problems with credit card fraud datasets:

Cons
KNN takes a lot of
time.

lengthy procedure

The algorithm needs in-
depth knowledge to
make predictions in
real-world scenarios.

Model training takes a
lot of time.

Model training takes a
lot of time. The
prediction is not always
correct. KNN is
susceptible to dataset
noise.

Materials and Methods
Figure 2 illustrates the proposed workflow for real-

Accuracy
97.56% for
identifying
fraudulent
transactions

95.20% recall
and 99.21%
accuracy

SVM's 91%
accuracy and
KNN's 72%

When compared
to the hybrid
B.P. model,
SVM performs
well.

SVM achieved
20% accuracy,
NB 15%, and
KNN 10%.

substantial class imbalance, inclusion of labelled
and unlabeled samples, and increased processing
capacity. A variety of supervised and semi-
supervised machine learning techniques are used
for fraud detection.
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time credit card fraud detection is structured in
several key stages. The Input Layer involves
gathering data from various transaction features,
including timestamps and fraud indicators.
Following this, the Preprocessing phase applies the
feature
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Figure 2. Workflow of Real-Time Credit Card Fraud Detection

Selection and data filtering techniques to
refine the dataset, enhancing its quality for
analysis. This groundwork is followed by
Data Visualization, where the relationships
among features are explored using
visualization tools to identify patterns and
insights. Subsequently, the ML Algorithm
step employs various machine learning
techniques such as KNN, SVM, ANN,
XGBoost, and Logistic Regression to develop
models that can predict fraudulent activities.
Finally, in the Performance Layer, both result
analysis and comparative analysis are
conducted to evaluate the effectiveness of the
models, as the dataset is split into training and
testing subsets for robust performance
assessment. Input Layer shows the Dataset
taken from Kaggle [24] with 22 columns, in
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which the target column is the ‘is fraud’
attribute from the Kaggle file with the name of
‘fraudTest.csv’. This dataset of simulated
credit card transactions includes both
authentic and fraudulent transactions. Data
Preprocessing stage has a big impact on how
machine learning models are used later. Some
negative data features, like as noise, excessive
dimensionality, and outliers, can negatively
affect model performance, and many models
are unable to handle missing values.
Therefore, the dataset is improved in terms of
accuracy and completeness by doing data
preparation. Figure 3 shows the data handling,
filtering, and managing data, calculating
statistical values of fraud data implemented
with Python on Visual Studio Code. Python is
installed on an HP EliteBook equipped with
an 11th-generation Intel Core i7 processor and
8 GPU cores
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Figure 3. Exploratory Data Analysis for Real-Time Debit Card Fraud Detection

Data Visualization works as a
Exploratory Data Analysis (EDA) which is
performed on the Fraud Test dataset. Relevant
libraries are imported sequentially for data
loading, visualization, and normalization. To

gain initial insights, we examine the figure 3
shows dataset's column names, shape, and
statistical summaries of each feature. Figure 4
shows data distribution as his plot, pair plot
and relational plot.

0t of Avatable featms

[P

Figure 4. Data Distribution for Real-Time Credit Card Fraud Detection.
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4. Results and experiments

The dataset's balanced distribution is depicted
in Figure 5. It has been the most crucial issue

Table 2. Performance of 7 Techniques for Real Credit Card Fraud Detection

Techniques
KNN
SVM

Logistic Regression

XGBoost
ANN
Randomforest

DecisionTree

to address to identify fraudulent behavior.
Since there are very few fraudulent situations,

any algorithm may assume
transaction requested from the database will
be typical. But in practice, it isn't the case.

Class Distributions
(0:No Fraud & 1: Fraud

25000 1

20000

15000

Count

10000

5000

Accuracy
0.97
0.97
0.98

0.99
0.93
0.96
0.96

Class

Figure 5. An unbalanced dataset

Precision
0.97
0.77
0.88

0.98
0.97
0.89
0.94
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MCC

0.96
0.53
0.68

0.97
0.86
0.83
0.84

that

any
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In the provided Table 2, the performance of
seven techniques for real credit card fraud
detection is evaluated based on three metrics:
Accuracy, Precision, and MCC (Matthews
Correlation Coefficient). The KNN (K-
Nearest Neighbors) model demonstrates the
highest overall effectiveness with an accuracy
of 0.99, precision of 0.97, and MCC of 0.96,
indicating its reliability in  correctly
identifying fraudulent transactions. Following
closely is the SVM (Support Vector Machine)
with an accuracy of 0.9972, though it shows a
relatively lower precision of 0.77 and MCC of
0.53, suggesting issues with false positives.
Logistic Regression and XGBoost exhibit
comparable performance,

XGBoost Confusion Matrix

20000
- 20000

Predcted

with Logistic Regression achieving 0.991
accuracy and 0.88 precision, while XGBoost
scores an accuracy of 0.99 and precision of
0.98. The ANN (Artificial Neural Networks)
technique yields slightly lower results with an
accuracy of 0.93 and a precision of 0.97. The
Random Forest model shows an accuracy of
0.96 and a precision of 0.89, while the
Decision Tree model has the same accuracy of
0.96 but a higher precision at 0.94. This
comparison highlights varying levels of
effectiveness among the techniques, with
KNN and XGBoost emerging as the strongest
contenders for accurately detecting fraudulent
activities in credit card transactions.

KNN Contusion Matrix

20000

Figure 6. Confusion Matrix for Real-Time Credit Card Fraud Detection

Figure 6. displays comparison confusion
matrices for two machine learning models:
XGBoost and K-Nearest Neighbors (KNN).
Each matrix quantifies the performance of its
respective model by categorizing actual and
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predicted classifications into four distinct
areas: true positives (TP), true negatives (TN),
false positives (FP), and false negatives (FN).
Comparatively, both models exhibit high true
positive rates, indicating that they effectively
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identify positive cases. However, XGBoost
demonstrates slightly better performance,
with fewer false positives and false negatives
than KNN. This suggests that while both
models are competent, the XGBoost model
may provide more accurate predictions in this
context.

PRECISION = —TP 1

" TP +FP M

ACCURACY = — TP 2)
TN+TP+FN+FP

MCC TP*xTN—FP*FN (3)

- J(TP+FP)(TP+FN)(TN+FP)(TN+FN)

5. CONCLUSION

Frequent occurrences of credit card
fraud led to significant financial losses. Online
credit card transactions account for a
significant portion of the vastly increasing
number of transactions that take place online.
As a result, banks and other financial
organizations provide credit card fraud
detection software that is highly valued and in
high demand. Transactions that are fraudulent
can take many different forms and fall under a
variety of headings. This essay focuses on four
primary instances of fraud in actual
transactions. A number of machine learning
models are used to tackle each scam, and an
evaluation is used to determine which
approach works best. This assessment offers a
thorough manual for choosing the best
algorithm based on the kind of frauds, and we
use a suitable performance metric to
demonstrate the assessment. Another issue
that concerns us in our research is real time
credit card fraud detection. With such a
guestion as to whether a particular transaction
is genuine or is fraudulent, we resort to
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predictive analytics that is undertaken by the
machine learning models that have been
implemented along with an APl module. We
assess as well a new method which effectively
addresses the skewed distribution of the data.
A financial institution supplied us with the
data used in our experiments under a
confidential disclosure accord. KNN and
XGBoost are the two most suitable to detect
the fraudulentness in real-time, specifically in
credit cards, where there is some fraud
conduct.
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