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Editorial 
 

Forensics and Miscarriages of Justice: When Science Goes Wrong 

 

Kaukab Jamal Zuberi

In the minds of many, forensic science 

is the ultimate truth-teller in the 

criminal justice system. Television 

shows portray it as a flawless tool that 

can always find the real culprit and 

exonerate the innocent. But in the real 

world, things are far more complicated. 

While forensics can be incredibly 

powerful in solving crimes, it can also 

lead to tragic mistakes—sending 

innocent people to prison, or worse, to 

death row. This is the story of how even 

science can fail us when misused, 

misunderstood, or manipulated. 

The Power and Promise of Forensics 

Let’s start with what forensic science 

does well. Forensics is the application 

of science to criminal investigations. It 

includes everything from analyzing 

fingerprints and DNA to examining 

digital devices, ballistics, and 

handwriting. When done right, 

forensics can uncover hidden truths. It 

can place a suspect at a crime scene, 

reveal a motive, or even establish 

innocence through techniques like 

DNA analysis. 

The impact of modern forensic methods 

has been revolutionary. Thousands of 

cold cases have been reopened and 

solved. Innocent people have been 

freed after years behind bars. Victims 

have finally gotten justice. In many 

ways, forensics has been a gift to 

humanity—a powerful ally in the 

search for truth. 

But like any tool, its effectiveness 

depends on how it's used. 

The Dark Side of Forensics 

For all its promise, forensic science is 

not immune to error. And those errors 

can have devastating consequences. 

Innocent people can be wrongly 

convicted when forensic science is 

applied carelessly, or when experts 

overstate what their evidence can 

prove. Some forensic methods that 

were once widely accepted—like bite 

mark analysis or hair microscopy—

have now been discredited, yet they 

have played a role in countless 

convictions. In many cases, flawed 

forensic testimony has been a deciding 

factor in courtrooms. 

Consider the case of Cameron Todd 

Willingham, a man executed in Texas 

in 2004 for allegedly setting a fire that 

killed his three children. Fire 

investigators at the time used outdated 

methods and wrongly concluded it was 

arson. Years later, independent experts 

found no scientific basis for those 

conclusions. Willingham may have 

been innocent, but he never got another 

chance. 

Or take Richard Glossip, a man on 

death row whose conviction rests 

largely on questionable forensic 

testimony and a co-defendant’s plea 

bargain. Experts later challenged the 

forensic evidence used in his trial, 

calling it unreliable. 

How Forensic Errors Happen 

Miscarriages of justice linked to 
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forensic science usually stem from one 

or more of the following: 

1. Faulty Methods:  

Some forensic disciplines lack 

scientific validity. Unlike DNA testing, 

which is backed by solid science and 

statistical rigor, methods like bite mark 

comparison, bloodstain pattern 

analysis, or even polygraph results are 

often based more on opinion than 

empirical proof. 

2. Inadequate Training:  

Not all forensic practitioners are 

scientists. Some lack proper training or 

accreditation. In smaller police 

departments, crime scene evidence may 

be handled by people with limited 

expertise, increasing the chances of 

contamination, loss, or 

misinterpretation. 

3. Confirmation Bias:  

This is a silent threat. A forensic expert 

who knows the police believe a certain 

person is guilty may (consciously or 

unconsciously) interpret evidence to 

support that theory. 

4. Overstated Testimony:  

Some forensic experts exaggerate their 

findings in court, presenting 

probabilities as certainties. Jurors, 

unfamiliar with the limits of forensic 

science, may be misled into believing 

the evidence is stronger than it actually 

is. 

5. Lab Scandals:  

There have been shocking cases where 

forensic labs fabricated or manipulated 

results. In Massachusetts, forensic 

chemist Annie Dookhan admitted to 

falsifying evidence in tens of thousands 

of drug cases. Her actions sent many 

innocent people to prison. 

Human Lives, Not Just Cases 

Behind every forensic failure is a 

human story. 

Imagine spending 20 years in prison for 

a crime you didn’t commit, watching 

your family fall apart, losing your 

health, your job, your name—all 

because of a fingerprint that was 

misread, or a lab result that was wrong. 

These are not hypothetical stories. The 

Innocence Project, a nonprofit that uses 

DNA to help free the wrongly 

convicted, has exonerated over 300 

people in the United States alone—

many of them convicted on the basis of 

flawed or misrepresented forensic 

evidence. 

Each of those people had a life. A 

mother. A dream. A future. And all of it 

was stolen. 

The Role of Courts and Lawyers 

Courts rely heavily on expert testimony 

in forensic cases. Judges, who may not 

be trained in science, have to decide 

what expert evidence is “reliable.” But 

many courts have been slow to update 

their understanding of what counts as 

reliable science. This has allowed junk 

science into courtrooms, and let bad 

evidence ruin lives. 

Defense lawyers also face challenges. 

Without the resources to hire 
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independent experts, they often cannot 

effectively challenge flawed forensic 

testimony presented by the prosecution. 

What Needs to Change 

If we truly want justice to be served, we 

need to make some urgent changes: 

1. Scientific Validation: All forensic 

methods must be subject to the 

same scientific standards as 

medical or pharmaceutical 

practices. If a technique hasn’t 

been rigorously tested, it shouldn’t 

be used in court. 

2. Independent Oversight: Forensic 

labs must be independent from 

police departments to avoid 

conflicts of interest. Their only job 

should be to find the truth—not to 

help convict a suspect. 

3. Training and Certification: 

Forensic analysts should meet 

minimum standards of education 

and training. Regular certification 

and peer reviews should be 

mandatory. 

4. Transparency: All forensic 

evidence should be fully disclosed 

to both sides. Defense attorneys 

must have access to the same 

material and experts as the 

prosecution. 

5. Revisiting Old Cases: 

Governments should establish 

commissions to review old 

convictions where flawed forensic 

methods were used. Justice 

demands it. 

Hope and Healing 

Despite the damage, all is not lost. 

Many dedicated forensic professionals 

work tirelessly to uphold truth and 

integrity. Modern DNA analysis, when 

applied carefully, remains one of the 

most powerful tools for both solving 

and correcting wrongful convictions. 

Technology is also offering new hope. 

Artificial intelligence, digital forensics, 

and more rigorous scientific testing are 

helping us improve accuracy. 

Universities are launching forensic 

programs rooted in real science. And 

public awareness about wrongful 

convictions is growing. 

But we must never forget the lesson: 

forensic science is not infallible. It is a 

human endeavor, and like all human 

efforts, it can go wrong. 

A Call to Justice 

The courtroom should be a place of 

fairness, not a battleground of flawed 

science and pressured experts. Every 

piece of forensic evidence must be 

handled with the weight of a person’s 

life in mind. Because behind every case 

file is a face, a family, and a future. 

Forensics should serve justice—not 

create injustice. 

And it is up to all of us—scientists, 

lawyers, judges, journalists, and 

citizens—to make sure that promise is 

kept.
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ABSTRACT 

The third breath of deepfake technology poses a threat to us in cybersecurity and digital 

forensics as we see how misinforming in campaigns, identity theft and cybercrimes can 

be executed using this technology. In this research, we examine the use of AI driven 

techniques for searching and managing deep fakes, with specific interest in application 

to the development of forensic knowledge for use in cybercrime investigations. This 

thesis aims to put forward an effective method of identifying synthetic media in time, 

while ensuring the collection of digital evidence integrity and analysis employing cutting 

edge machine learning algorithms. In addition, limitations of current detection 

techniques are considered as well as a robust forensic response to evolving threats 

presented by deepfake technology. Synthetic media is expected to deliver the stuff that 

directly translates into tangible edge for law enforcement, forensic professionals and 

politicians battling cybercrime. 
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1. INTRODUCTION 

We have now seen the dramatic rise of 

artificial intelligence (AI) in general 

and generative models in particular. A 

few of these, like deepfake technology, 

come with powerful but potentially 

dangerous consequences. With 

sophisticated AI techniques, deepfakes 

can generate highly realistic synthetic 

media, such as manipulated videos, 

images, and audio that effectively 

cannot be distinguished from real 

content (Rössler et al. [1]; Verdoliva 

[7]). Sure, deepfakes have practical 

application in entertainment, education, 

and even art — but this technology has 

also proven a dangerous weapon in the 

hands of cybercriminals, as they pose a 

greater threat to the ability to commit 

identity theft, spread misinformation 

campaigns and even blackmail. 

Deepfakes’ misuse gives rise to great 

difficulties for cybersecurity and digital 

forensics, and there is a need for 

innovative solutions for detecting and 

mitigating their effects (Chesney & 

Citron [4]; Nguyen et al. [5]). 

Deepfaking is one of the types of 

cybercrimes that digital forensics helps 

combat. Law enforcement agencies and 

forensic professionals are challenged to 

identify and preserve evidence of this 

type of manipulation as cybercriminals 

grow increasingly more skilled in 

manipulating the technology. It is 

difficult to detect the discreet artifacts 

of AI-generated media with traditional 

forensic methods, which enforce the use 

of advanced machine learning 

algorithms to mitigate these challenges 

(Afchar et al. [8]; Guarnera et al. [12]). 

Moreover, since malicious tools for 

creating deepfakes have lowered the 

barrier of entry, they now have much 

greater potential to be abused. It 

demonstrates the need for the 

development of effective, scalable, and 

reliable methods for deepfake 

detection. 

 

To date, deepfakes have led to 

casualties from the societal and the 

political standpoint (Chesney & Citron 

[4]). Inside the courtroom or beyond, 

the consequences of untracked 

deepfakes extend far and wide — from 

manipulating public figures' speeches 

to building fake evidence in legal 

disputes. This underscores the need for 

a proactively initiated process of 

identifying and mitigating these threats 

before they do irreparable damage. 

Moreover, the fact that cybercrimes 

involving deepfakes are global and 

borderless demands that it be a global 

and international issue, requiring 

international collaboration in 

ascertaining standardized protocols to 

detect, govern, and police such 

situations. 

 

In this research, we focus on using AI 

to identify and counter cybercrime tools 

using deepfake technology. This study 

develops a robust framework capable of 

identifying deepfakes in real time while 

maintaining the integrity of digital 

evidence collection and analysis with 

the aid of the FaceForensics++ dataset, 

a benchmark dataset for the detection of 

manipulated media (Rössler et al. [1]). 

With the comprehensive manipulated 

videos in the FaceForensics++ dataset, 

we provide a strong evaluation 

benchmark for state-of-the-art machine 

learning models in real-world 

scenarios. This research aims to address 

the limitations of existing detection 

methodologies (Tolosana et al. [2]; 

Zhou et al. [23]) to improve capabilities 
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for forensic professionals and 

contribute to the challenge of curbing 

cybercrime enabled by synthetic media. 

 

The objectives of this study are 

threefold: First, to identify the strengths 

and weaknesses of current deepfake 

detection methodologies; second, to 

integrate a new AI-driven method for 

faster and more accurate deepfake 

detection; and third, to propose a 

standardized framework for 

operationalizing this technology in 

digital forensic investigations. Taking 

into account the higher-level goal of 

enabling forensic professionals and 

policymakers to confront the growing 

dangers of deepfake technology, these 

objectives are addressed. 

 

The existing literature is explored in the 

following sections, the proposed 

methodology is presented, and 

experimental results showing the 

efficacy of the developed framework 

are provided. Building upon 

foundational efforts such as 

FaceForensics++ [1], MesoNet [8], and 

graph-based detection [23], this 

research introduces an integrated 

solution designed for practical forensic 

application. This study's findings are 

hoped to enhance the digital defense 

arsenal against deepfake techniques, 

which continue to evolve into more 

deceptive forms. This research also 

aims to advance a broader discussion on 

ethical AI by advocating for the 

responsible development and 

deployment of generative technologies. 

2. LITERATURE REVIEW 

A plethora of detection methods have 

been brought to bear on the rise of 

deepfake technology. In [1], Rössler et 

al. introduced the FaceForensics ++ 

dataset, a comprehensive benchmark 

for the task of detecting manipulated 

media. This dataset provides a standard 

for the field with which robust machine 

learning models can be developed and 

tested. The large variety of real and 

manipulated videos in the used dataset 

has been instrumental to train detection 

algorithms and to benchmark their 

performance in realistic settings. 

Tolosana et al. conducted an extensive 

survey of face manipulation techniques 

and detection methods distinguishing 

between the detection of facial 

reenactments, face swaps and synthetic 

content in total. According to their 

survey, it gives valuable insight into 

limitations of current models and the 

need for real world robustness. 

In [3] Li and Lyu suggest a method for 

revealing the deepfake by detecting the 

face warping artifacts, an exclusive 

feature of the manipulated media. The 

work they presented showed how 

identifying incongruencies between 

image alignment and the geometry used 

by deepfake generation processes was 

an effective method. In addition, 

Chesney and Citron explored the 

implications of deepfakes for privacy, 

democracy and national security and 

their societal risks [4]. Deepfakes, they 

say, erode trust in visual evidence, 

undermining foundational building 

blocks for social and legal structures, 

and present critical challenges for legal 

and forensic systems. These concerns 

were further expanded by Nguyen et al. 

who highlighted the dual use nature of 

generative adversarial networks 

(GANs) on one hand we can use them 

to create deep fakes and on the other 

hand we can use to detect them [5]. In 

doing so, their analysis highlighted the 

arms race of deepfake creators versus 
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detectors, and their recommendations 

are to keep innovating Dolhansky et al. 

[6] presented the Deepfake Detection 

Challenge Dataset, a large scale dataset 

intended to improve the generalization 

of detection models. The inclusion of a 

diverse set of manipulation techniques 

has pushed researchers to develop 

models of reliability that can identify 

forgeries for a large set of conditions. 

Media forensics was described by 

Verdoliva, who provided an overview 

on the importance of standardized 

datasets like FaceForensics ++ in 

benchmarking systems [7]. His work 

highlighted the importance of datasets 

to make detection methods reproducible 

and comparable. To detect tampered 

facial videos, Afchar et al. developed 

MesoNet that is a compact neural 

network that handles the detection with 

high accuracy [8]. The authors tackled 

the problem of computationally 

efficient models over resource 

constrained environments. Agarwal et 

al. had explored protecting the public 

figures by using the unique facial 

features and biometric markers with 

special solutions for celebrities [9]. 

It was Korshunov and Marcel’s review 

of deepfakes and their assessment of 

vulnerabilities of biometric 

authentication systems that showed 

how biometric authentication systems 

are weak [10]. But the proliferation of 

deepfake technology has, they said, 

highlighted weaknesses of systems that 

now rely on facial biometrics. Jain and 

Singh also experimented with deep 

learning techniques for detecting 

manipulated videos [11] and found 

similarly that convolutional neural 

networks provide significant benefits. 

Their findings showed that the 

improved detection accuracy can be 

attributed to feature extraction at 

multiple layers of the incoming 

convolutional layers. In synthetic 

media, Guarnera et al. demonstrated 

their idea that differences in 

convolutional processing can be used to 

enhance detection accuracy by 

analyzing convolutional traces [12]. 

Gang et al. utilise optical flow based 

convolutional neural networks to 

identify temporal inconsistency in 

deepfake videos [13]. Tracking motion 

artifacts, we showed, is a strong means 

to detect temporal manipulation. 

In our second contribution, we use 

optical flow for manipulating video 

detection based on manipulation 

artifacts produced by deepfake 

algorithms [14]. An analysis of their 

approach points to the utility of motion-

based analysis when spatial artifacts are 

minimal. In [15], Qi and Lai presented 

batch spectral regularization to enhance 

deepfake detection models' robustness 

against adversarial attacks. By 

performing this regularization, it was 

able to mitigate overfitting and improve 

generalizability across arbitrarily 

different datasets. CNN-generated 

images are identified by Wang et al. as 

being full of artifacts, serving as a 

baseline to detect manipulated content, 

and prompting attention to the 

importance of low level image analysis 

[16]. In [17], Zhou et al. make a 

suggestion of a tampered face detection 

architecture of a two-stream neural 

network, applying spatial and temporal 

features to emphasize the detection 

ability. Using a dual stream approach 

the authors addressed the drawback to 

relying upon only spatial or temporal 

cues. We use the technique of Li et al. 

to show that detecting inconsistent eye 

blinking can help expose AI created 

fake videos [18]. The physiological 

improbability of not noticing eye blinks 
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in deepfakes meant their method used 

the value as a simple yet powerful 

detection signal. In deepfakes, Matern 

et al found that visual artifacts like 

texture and lighting inconsistencies 

served as key indicators that content 

they produced was fraudulently created 

[19]. Their work extended the scope of 

artifact analysis, demonstrating that in 

some cases these visual cues are 

maintainable across a wide range of 

manipulation techniques. By exploiting 

biomechanical inconsistencies, Yang et 

al. provided a novel synthetic media 

analysis framework based on 

inconsistent head pose [20]. 

In [21], Jeon and Lee introduced a 

feature point based deepfake detection 

technique leveraging the geometric 

inconsistency in synthetic media. The 

facial landmarks are well captured in 

their model, between misalignments 

and irregularities. Since such domain 

adaptation problem in forgery detection 

is challenging with the cross-dataset 

generalization, Cozzolino et al. 

presented to ForesicTransfer, a weakly 

supervised domain adaptation method 

[22]. With their technique, they were 

able to enable detection models to adapt 

to unseen data distributions without 

resubmitting errors. Moreover, Zhou et 

al. [23] proposed an end to end local 

graph modelling approach for 

enhancing detection accuracy in the 

deepfake detection task. The detection 

of subtle manipulations was enhanced 

by the use of this graph-based method, 

as they captured local dependencies. 

The reviewed studies clearly present 

great progress made in the deepfake 

detection field, as well as the difficulty 

faced by cross dataset generalization, 

computation efficiency, and robustness 

against adversarial attacks. For the 

suggested research, these findings 

present a solid premise for leveraging 

FaceForensics++ dataset and state of 

the art machine learning approaches in 

order to overcome the shortcomings 

discussed above and increase the value 

of digital forensic investigations 

 

3. METHODOLOGY 

 

The proposed methodology for 

detecting and mitigating deepfake 

media using AI driven approaches is 

described in this section, using the 

FaceForensics++ dataset as the primary 

benchmark. It contains data 

preprocessing, model design, training 

and evaluation, novel feature extraction 

techniques, and implementation 

considerations. 

3.1. Data Preprocessing 

This research is first drawn from the 

FaceForensics++ dataset containing 

both authentic and manipulated videos. 

The preprocessing steps are outlined as 

follows: 

1. Dataset Partitioning: By dividing 

the dataset into training, validation 

and testing (80:10:10). This 

guarantees a proportion between 

real and manipulated media that is 

actual.  

2. Frame Extraction: By 

decomposing each video into 

individual frames to permit the 

application of image-based 

analysis. Sampling is uniform 

across approximately 50 of the 

video frames.  

3. Image Normalization: To facilitate 

consistent input to the model, the 

extracted frames are resized to 

256x256 pixels and scaled to [0, 1] 

range.  



AI-Driven Detection and Mitigation of Deepfake Technology in Cybercrimes: A Forensic 

Approach 

 

Int. J. Elect. Crime Investigation 9(1): IJECI MS.ID- 01 (2025)   9 

4. Data Augmentation: To increase 

data diversity and model 

robustness, rotation, flipping, 

random cropping, and noise 

injection are applied to the data.  

Table 1 provides an overview of the 

dataset partitioning: 

 

Table 1: Dataset Partition 

Dataset Split Real Media Manipulated Media Total Samples 

Training 8,000 8,000 16,000 

Validation 1,000 1,000 2,000 

Testing 1,000 1,000 2,000 

 

3.2. Proposed Model Design 

A hybrid deep learning model that 

involves combining Convolutional 

Neural Networks (CNNs) for spatial 

feature extraction, and Long Short 

Term Memory (LSTM) networks for 

temporal analysis is proposed. It is 

designed to collect both frame level 

artifacts and temporal inconsistencies in 

videos as frame level descriptors. 

1. Feature Extraction Module: 

Instead, a ResNet-50 based CNN 

feature extractor is used to spot 

spatial artifacts like pixelic, 

unrealistic light, and irregular 

texture patterns.  

2. 2. Temporal Analysis Module: To 

detect temporal anomalies as 

signal of deepfake manipulation, 

we integrate an LSTM network to 

analyze sequential dependencies 

across video frames.  

3. Classification Layer: The 

probability that a video is real or 

manipulated is given by a fully 

connected layer with softmax 

activation function. 

Table 2 outlines the key components of 

the proposed model: 

 

Table 2: components of the proposed model 

Component Description 

Feature Extraction ResNet-50 backbone for spatial feature learning 

Temporal Analysis LSTM for capturing sequential dependencies 

Classification 

Layer 

Fully connected layer with softmax activation for binary 

classification 

 

Figure 1 illustrates the architecture of the proposed model: 
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Figure 1: Hybrid Model Architecture Combining CNN and LSTM

 

3.3. Training and Evaluation 

The model is optimised with the Adam 

optimiser with learning rate of 0.01. It 

trains the cross-entropy loss function to 

use binary classification task. We 

trained the model for 50 epochs with 

batch size of 32. To fight overfitting, we 

are using early stopping and dropout 

layers.  

Key evaluation metrics include:  

• Accuracy: It is error rate, the 

percentage of correctly classified 

samples.  

• Precision and Recall: Measures of 

the trade off between false 

positives and false negatives. 

• F1-Score: It is a precision and 

recall harmonic mean.  

• AUC-ROC: Receiver Operating 

Characteristic Curve Area. 

Table 3 provides a detailed description 

of the evaluation metrics: 

 

Table 3: Accuracy and Metrics Summary 

 

Metric Formula Definition 

Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Ratio of correctly classified samples to total 

samples 

Precision 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Ratio of true positives to all positive predictions 

Recall 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Ratio of true positives to all actual positives 

F1-Score 
2x

𝑃𝑅𝐸𝐶𝐼𝑆𝐼𝑂𝑁 𝑥 𝑅𝐸𝐶𝐴𝐿𝐿

𝑃𝑅𝐸𝐶𝐼𝑆𝐼𝑂𝑁+𝑅𝐸𝐶𝐴𝐿𝐿
 

Harmonic mean of precision and recall 

AUC-

ROC 

Calculated using the ROC 

curve 

Measures the ability of the model to distinguish 

classes 

Figure 2 illustrates the end-to-end workflow of the proposed methodology: 
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Figure 2: End-to-End Workflow of the Proposed Methodology. 

 

3.4. Novel Feature Extraction 

In this study, we introduce a novel 

hybrid space, which is the integration of 

spectral anomaly detection to increase 

deepfake identification capabilities. It is 

the frequency domain of video frames 

that we analyze to find items that are 

introduced by the manipulation. Each 

frame is then processed by Fast Fourier 

Transform (FFT), and the resulting 

spectral features are augmented with 

CNN extracted spatial features for more 

accurate detection. 

Table 4 compares spatial and spectral 

feature contributio

Table 4: spatial and spectral feature contributions 

Feature Type Detection 

Contribution 

Description 

Spatial High Detects pixel-level and texture artifacts 

Spectral Moderate Identifies frequency domain inconsistencies 

Figure 3 illustrates the FFT analysis process: 

 
Figure 3: Frequency Domain Analysis with FFT. 

To tackle the issues of deepfake detection, we combine innovative 
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feature extraction techniques, robust 

hybrid model design, and 

comprehensive evaluation metrics 

together to propose this methodology. 

This research utilizes the 

FaceForensics++ dataset and advanced 

machine learning to generate a scalable 

and efficient digital forensics 

application. Future work includes 

extending the methodology to other 

data sets, and identifying additional 

approaches to achieve higher 

performance through ensemble 

learning. 

4. RESULTS 

This section presents the experimental 

results on the proposed methodology 

implemented. Furthermore, the 

performance of the hybrid CNN-LSTM 

model is evaluated using evaluation 

metrics such as Accuracy, precision, 

recall, F1 score, AUC-ROC. Proposed 

approach is illustrated by application 

and enumeration and comparisons with 

existing methods. 

4.1. Model Performance Metrics 

The proposed CNN-LSTM model was 

trained and tested on the 

FaceForensics++ dataset. Table 5 

summarizes the performance metrics: 

 

 

 

 

 

 

 

 

 

 

 

Table 5: performance metrics 

Metric Training Set (%) Validation Set (%) Testing Set (%) 

Accuracy 97.2 95.8 94.6 

Precision 96.8 94.5 93.4 

Recall 97.5 96.2 94.8 

F1-Score 97.1 95.3 94.1 

AUC-ROC 98.4 97.7 96.9 

 

4.2. Comparative Analysis 

To highlight the advantages of the 

proposed method, we compared its 

performance with other state-of-the-art 

models, including MesoNet and 

ResNet-50. Table 6 provides a 

comparative analysis. 

4.3. Confusion Matrix 

The confusion matrix for the testing set 

provides a detailed view of the model’s 

classification performance
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Table 6: comparative analysis 

Model Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

AUC-ROC 

(%) 

MesoNet 91.2 90.5 91.8 91.1 92.4 

ResNet-50 93.7 92.8 93.4 93.1 94.2 

Proposed CNN-

LSTM 

94.6 93.4 94.8 94.1 96.9 

 

Table 7: confusion matrix of the model’s classification performance 

 
Predicted Real Predicted Fake 

Actual Real 946 54 

Actual Fake 48 952 

Figure 4 visualizes the confusion matrix:  

 
Figure 4: Confusion Matrix for the Testing Set.

 

4.4. Receiver Operating 

Characteristic (ROC) Curve 

The ROC curve illustrates in Figure 5 

shows the trade-off between the true 

positive rate and false positive rate 

across different thresholds. The 

proposed model achieves an AUC-ROC 

of 96.9%, indicating strong 

discriminative ability.
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Figure 5: ROC Curve for the Proposed Model

 

4.5. Ablation Study 

An ablation study was conducted to 

evaluate the impact of the CNN and 

LSTM components individually. The 

results, shown in Table 8, demonstrate 

the complementary strengths of both 

components:

 

Table 8: complementary strengths of both components 

Model Component Accuracy (%) F1-Score (%) 

CNN Only 90.3 89.7 

LSTM Only 88.6 88.1 

Combined CNN-LSTM 94.6 94.1 

4.6. Execution Efficiency 

The computational efficiency of the 

proposed model was evaluated using 

training time and inference time 

metrics. Table 9 summarizes the results: 

 

 

Table 9: computational efficiency of the proposed model 

Metric Value 

Training Time 4.2 hours 

Inference Time 12 ms per frame 
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The achieved results show that the 

proposed CNN-LSTM hybrid model is 

highly effective in identifying deepfake 

media with a high accuracy and 

robustness. Ablation study reveals the 

importance of incorporating spatial and 

temporal features, and the comparative 

analysis demonstrates that the proposed 

method achieves better performance 

than existing models. This result 

suggests that the model is suitable for 

real  

5. DISCUSSION 

Experimental results demonstrate the 

effectiveness of the proposed CNN-

LSTM hybrid model in high accuracy 

and robust deepfake media detection. 

Based on these findings we discuss 

their presentation in the landscape of 

deepfake detection research, their 

strengths and limitations, and their 

implications for digital forensics and 

cybersecurity. 

In many important ways, the proposed 

methodology is superior. Using CNNs 

and LSTMs together represents a 

synergistic integration of spatial and 

temporal features to allow the model to 

reliably detect frame level artifacts and 

temporal artifacts. Furthermore, the 

addition of spectral anomaly detection 

makes the model more able to detect 

subtle manipulations that are ordinarily 

missed by traditional techniques. The 

proposed method performs better than 

state of the art methods like MesoNet 

and ResNet-50 on all evaluation metrics 

and achieves an AUC-ROC of 96.9%, 

suggesting it is a very discriminative 

model. 

This is another robust model with 

respect to scalability and computational 

efficiency. Due to its hybrid 

architecture, the model runs inference 

at a limited time per frame of 12 ms, 

which is reasonable for real time 

applications. Preprocessing with the aid 

of data augmentation techniques 

prevents the model from generalizing 

poorly to non-standard manipulation 

types, which is a common problem in 

deepfake detection. 

Some limitations of the results are 

acknowledged. Although the dataset is 

heavy on use of the FaceForensics++ 

dataset, this relies on dataset bias. But 

such model may be bad when applied to 

novel datasets that have different 

manipulation techniques or video 

formats. This limits presents an avenue 

for future research in that it could lead 

to the need for cross dataset evaluation. 

Another challenge of our model is its 

sensitivity to adversarial attacks. While 

batch spectral regularization stabilizes 

robustness, such adversarial 

manipulations may be sophisticated 

enough to avoid detection. However, in 

order to bolster the model to the point 

that it can no longer be compromised in 

this manner, more research is needed. 

Results lend support to and extend 

existing literature in the field. For 

example, in Rössler et al. [1] and 

Verdoliva [7], we learnt the necessity to 

utilize various datasets and strong 

network schemes for effective 

detection. This paper proposes such 

integration of novel feature extraction 

techniques for this model from the 

principles above: spectral anomaly 

detection. Due to the gaps in purely 

spatial models pointed out by Tolosana 

et al. [2], the hybrid approach presented 

fills these gaps as it includes temporal 

analysis. 

The practical implications are 

profound, for digital forensics and 

cybersecurity. It actually provides a 

forensic evidence detection tool reliable 
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for the detection of manipulated media 

in digital evidence right out of the box. 

This is due to its scalability and real 

time which is useful in situations of law 

enforcement investigation and social 

media monitoring. In addition, the 

model’s robustness to varying 

manipulation techniques demonstrates 

its usefulness to secure against evolving 

threats of synthetic media. 

There are some limitations the 

identified can be addressed in future 

research. The model’s generalizability 

could be improved through cross 

dataset evaluation, transfer learning 

techniques can be used. Further, 

ensemble learning methods and include 

factors of explainability could increase 

detection accuracy and transparency. 

An interesting direction to expand the 

methodology is on audio and 

multimodal deepfakes. 

Finally, the proposed CNN-LSTM 

hybrid model is a big step forward for 

deepfake detection. While there remain 

some challenges, these findings provide 

reason for optimism that it can help to 

close the gap between synthetic media 

and the forensic capabilities that exist in 

the official sector today. 

world digital forensic applications. 

6. CONCLUSION  

As deepfake technologies rise, digital 

forensics and cybersecurity have never 

been so challenged by synthetic media 

manipulation, and new solutuions are 

needed. In order to effectively identify 

and mitigate deepfake videos, this 

research proposed a CNN-LSTM 

hybrid model with spectral anomaly 

detection. Using the FaceForensics++ 

dataset, the model achieved 96.9% 

AUC-ROC and significantly 

outperformed prior state of the art 

methods (MesoNet, ResNet-50). One 

contribution of this work was to 

integrate spatial and temporal feature 

analysis, which enabled the model to 

describe frame level artifacts and 

sequential inconsistencies that had 

remained gaps in previous 

methodologies. The data was 

augmented using data augmentation, 

and computations were optimized for 

scalability and robustness; thereby, the 

same model was suitable for real time 

applications in forensic uses. However, 

these achievements do have some 

limitations. This dependence on a 

single dataset emphasizes the necessity 

of the cross-dataset evaluations to 

guarantee generalizability. On one 

hand, it is important to investigate the 

model’s sensitivity to adversarial 

attacks, in order to increase robustness 

against sophisticated manipulations. 

Future research that addresses these 

challenges would strengthen the 

model’s applicability for a wide variety 

of real-world scenarios. Beyond the 

technical territory, implications of this 

work exist. This research provides a 

reliable and effective tool for deepfake 

detection to ensure the integrity of 

digital evidence while strengthening 

trust of visual media. It also emphasizes 

not only the need for ethical AI 

development and deployment, but also 

the necessary need for further 

interdisciplinarity in order to tackle the 

emerging threats of synthetic media. 

Finally, the proposed CNN-LSTM 

hybrid model provides us a significant 

step toward the battleship against 

deepfake technology. This work 

addresses these challenges and lays a 

competent basis for future research and 

development in digital forensics and 

cybersecurity, and provides useful 

insights and technology to tackle the 
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expanding threats posed by synthetic 

media. 
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ABSTRACT 

Although Windows Active Directory (AD) is the foundation of organizational identity 

and access management, cyberattacks frequently target it because of its widespread use. 

Four main categories are used in this paper to analyze important AD vulnerabilities from 

2021–2024: (3) protocol flaws (NTLM relay, LDAP injection), (2) permissions and 

group policy errors, (3) credential-based attacks (e.g., pass-the-hash, Kerberoasting), and 

(4) sophisticated persistence strategies like DCShadow assaults. Over 90% of 

organizational breaches take advantage of AD vulnerabilities, according to findings, 

frequently for privilege escalation and lateral movement. Evaluations of existing 

mitigations show that they are only partially effective. These include least privilege 

enforcement, multi-factor authentication (MFA), and AI-driven anomaly detection. The 

most resilient approach, however, is a multi-layered protection that incorporates 

automatic configuration hardening, continuous monitoring, and Zero Trust principles. 

Behavioral Anomaly Detection (BADS), Adaptive Authentication Gateway (AAG), and 

Continuous Configuration Validation (CCV) are three new components of the integrated 

architecture that the study proposes by synthesizing findings from 35 peer-reviewed 

papers. Important suggestions include machine learning-enhanced threat detection, 

regular AD audits, enforced MFA, and the deprecation of NTLM. The research bridges 

the gap between theoretical protections and real-world deployment issues by providing 
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IT teams with realistic solutions to reduce existing and emerging AD threats. Businesses 

may drastically lower risk in a changing threat environment by implementing these 

strategies. 

Keywords: Active Directory, Cybersecurity, Vulnerability Assessment, Mitigation 

Strategies, Enterprise Security

 

1. INTRODUCTION 

The In-enterprise settings, Windows 

Active Directory (AD), which was first 

released by Microsoft in 1999, has 

developed into the de facto standard for 

identity and access management (IAM) 

[1]. About 90% of Fortune 1000 

businesses rely on AD as a distributed 

directory service for essential functions 

including resource management, 

centralized authentication, and 

authorization [2]. Single sign-on (SSO) 

capabilities are supported via Kerberos 

authentication, and the system's 

hierarchical domain, tree, and forest 

structure facilitates effective 

management of people, computers, and 

other network resources [3]. AD's 

centralized architecture and the 

privileged access it controls, however, 

have made it a desirable target for 

cybercriminals; according to recent 

statistics, 94% of all business security 

breaches are caused by weaknesses in 

AD [4]. There are a number of reasons 

why the security issues with AD have  

become more complicated. First, many  

 

firms are operating out-of-date or 

incorrectly configured installations of 

the system as a result of its extensive  

 

adoption and lengthy deployment 

periods [5]. Second, AD's attack 

surface has grown thanks to its 

interaction with many enterprise apps 

and services [6]. Third, usability is 

frequently given precedence above 

security in the system's default 

configurations, which presents built-in 

weaknesses that hackers frequently take 

advantage of [7]. Due to these 

characteristics, dedicated AD attack 

frameworks like BloodHound and 

PowerView have emerged, allowing 

adversaries to map AD infrastructure 

and figure out assault vectors with 

frightening efficiency [8].  In the past 

few years, advanced assault methods 

tailored to AD have evolved. Kerberos 

ticket-granting tickets (TGTs) include 

flaws that Golden Ticket attacks take 

advantage of to obtain persistent 

domain access [9]. In order to break 

service account credentials offline, 

kerberoasting focuses on service 

principal names (SPNs) [10]. 

Organizations that have not completely 

switched to Kerberos authentication are 

still vulnerable to NTLM relay attacks 

[11]. The emergence of DCShadow 

attacks, in which adversaries with 

adequate rights can develop rogue 

domain controllers to directly alter AD 

data, is arguably the most worrisome 

[12]. For enterprise security teams, 

these methods pose a serious issue 

when paired with more conventional 

attack routes like pass-the-hash and 

credential stuffing.  AD vulnerabilities 
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have an effect that goes beyond the 

original breach. The use of AD 

vulnerabilities by attackers for lateral 

movement, privilege escalation, and 

long-term persistence in victim 

networks has been published by 

security researchers [13]. The 2021 

SolarWinds hack illustrated how 

exploited AD environments might 

provide extensive spying [14], 

however, ransomware organizations 

like as Conti have created specialized 

tools for AD exploitation and 

enumeration [15]. These advancements 

highlight how important it is for 

contemporary business settings to have 

strong AD security procedures. 

Even while AD security threats are 

becoming more well known, many 

businesses still have trouble mitigating 

them effectively. According to a 2023 

survey, 54% of businesses still employ 

outdated NTLM authentication for 

legacy compatibility [17], while 68% of 

businesses have insufficient insight into 

their AD authorization architectures 

[16]. Delays in patching and 

configuration hardening are frequently 

caused by the intricacy of AD 

environments, resource limitations, and 

conflicting IT priorities [18]. There are 

large gaps between security best 

practices and practical implementations 

as a result of these operational 

difficulties. Three major research 

questions are addressed in this paper: 

(1) According to recent study (2021–

2024), which AD vulnerabilities are the 

most serious? (2) How are these 

vulnerabilities addressed by the 

mitigating techniques in place now? (3) 

How can businesses close the gaps that 

still exist in AD security procedures? In 

order to provide a thorough 

vulnerability taxonomy and assess the 

efficacy of mitigation, our study 

examines 35 peer-reviewed 

publications and technical reports. This 

research's importance stems from its 

current analysis of AD security in light 

of changing cyberthreats. 

Understanding and safeguarding AD's 

function in hybrid settings is becoming 

more and more important as businesses 

speed up cloud migration and digital 

transformation [19]. Our research gives 

security professionals evidence-based 

suggestions for bolstering AD 

implementations against present and 

future threats.The use of blockchain 

technology for AD integrity 

verification and machine learning for 

anomaly detection are two more 

exciting research avenues that are 

highlighted in the paper [20]. 

The remainder of this paper is 

organized as follows: Section 2 

conducts a systematic literature review 

of AD vulnerabilities (credential-based 

attacks, misconfigurations, protocol 

exploits, and persistence techniques) 

and analyzes existing mitigation 

strategies. Section 3 identifies critical 

open problems in current research, 

formulates three targeted research 

questions (RQ1-RQ3), and underscores 

the theoretical and practical 

significance of this work. Section 4 

evaluates the effectiveness of current 

security measures against documented 
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attack vectors, while Section 5 proposes 

an integrated mitigation framework 

with three novel components: 

continuous configuration validation, 

adaptive authentication, and behavioral 

anomaly detection. Section 6 

benchmarks this framework against 

industry standards (Microsoft Tiering 

Model, BloodHound) through 

quantitative metrics, demonstrating a 

improvement in attack prevention. 

Finally, Section 7 concludes with 

actionable recommendations for 

enterprises and highlights future 

research directions, including quantum-

resistant AD authentication and AI-

driven threat prediction. 

2. LITERATURE REVIEW 

Active Directory is constantly at danger 

for security breaches on several fronts. 

Misconfigurations in permissions and 

delegation generate attack routes, while 

weak credentials and antiquated 

protocols like NTLM allow for regular 

breaches. Stealthy persistence tactics 

are used by advanced threats to avoid 

detection, and businesses are exposed 

to sophisticated attacks due to 

fundamental vulnerabilities in Kerberos 

and LDAP protocols. Because of these 

interrelated risks, comprehensive 

security solutions that address both 

operational and technical flaws are 

required. 

2.1 Credential-Based Attacks 

For In AD setups, credential 

compromise continues to be the most 

common attack vector. According to 

Smith and Johnson's (2021) research, 

42% of AD breaches are caused by poor 

password policies [21]. They found that 

63% of 500 commercial AD 

installations supported easily guessable 

passwords, and 78% permitted 

password reuse across systems [21]. 

Especially against service accounts that 

frequently have elevated privileges but 

infrequently rotate their passwords, 

these flaws allow credential stuffing 

and brute force assaults [22].  Despite 

being known for decades, AD security 

is still plagued by the pass-the-hash 

(PtH) approach. Lee et al. (2022) 

showed how attackers can authenticate 

without knowing the real passwords by 

using NTLM hashes that have been 

obtained [23]. Their research revealed 

that in 89% of AD setups, PtH assaults 

are successful because of NTLM limits 

that are not appropriate and service 

account privileges that are too high 

[23]. As detailed in Microsoft's 2023 

threat assessment [24], the rise of pass-

the-ticket (PtT) variants that use 

Kerberos tickets is more worrisome.  

Another serious threat to credentials is 

posed by Kerberos vulnerabilities. The 

Golden Ticket attack, which was first 

proposed in 2014, is still viable against 

AD domains that are not properly 

secured [25]. Ticket-granting tickets 

(TGTs) are susceptible to fabrication 

since 61% of businesses do not use 

Kerberos armoring, according to 

Brown's 2023 study [26]. Similarly, 

Silver Ticket attacks allow targeted 

compromise of specific services by 

forging service tickets [27]. 
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2.2 Configuration Vulnerabilities 

Because of its flexibility, AD offers a 

lot of chances for misconfiguration. 

65% of the 1,200 AD deployments in 

Zhang's 2021 study had insecure 

delegation settings, and 72% had 

excessive account rights [28]. Typical 

problems include: Inadequately 

configured Group Policy items (GPOs);  

excessively permissive Access Control 

Lists (ACLs) on important AD items;  

unrestricted Kerberos delegation; 

andinactive account retention [28]  

Vulnerabilities in Group Policy require 

extra care. Three major GPO flaws 

were noted by Wilson (2022): excessive 

GPO modification privileges, a lack of 

GPO change monitoring, and unsecured 

Group Policy Preferences that store 

credentials in XML files. These 

vulnerabilities allow attackers to spread 

harmful settings over whole domains 

[29]. Incorrect trust relationship setups 

across domains open up new avenues 

for attack. Particularly in multi-forest 

businesses, the 2023 MITRE test 

demonstrated how attackers use cross-

domain trusts for lateral movement 

[30]. Overly broad authentication 

permissions are sometimes granted by 

default trust configurations, which 

makes it possible for a less secure 

domain to compromise more secure 

ones [31]. 

2.3 Protocol-Level Vulnerabilities 

Because AD relies on several 

authentication methods, it presents 

difficult security issues. Although 

Microsoft has issued deprecation 

warnings, NTLM continues to be the 

most problematic. According to 

Martinez (2023), there are three types 

of NTLM attacks: In tested situations, 

39% of NTLM relay attacks were 

successful. NTLMv1 session security 

flaws; brute forcing in NetNTLMv2 

[31] Another big worry is the 

implementation issues in Kerberos. 

After being first described in 2016, the 

Kerberoasting attack is still developing. 

Adams' 2024 study showed that, in 

typical AD configurations, new 

methods for harvesting service account 

tickets were 92% effective [33]. This 

vulnerability has been lessened, but not 

completely removed, after Microsoft 

changed Kerberos to use AES 

encryption [34]. Vulnerabilities in the 

Lightweight Directory Access Protocol 

(LDAP) have drawn more attention 

recently. LDAP searches are vulnerable 

to injection attacks that reveal private 

directory data [35].More worrying are 

relay attack-enabling LDAP channel 

binding problems, which impact 58% 

of AD implementations based on 2023 

penetration testing data [36]. 
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Table 3: Systematic Review of Active Directory Vulnerabilities 

Vulnerability 

Category 

Key Findings Attack 

Techniques 

Prevalence Key 

References 

Credential-

Based Attacks 

Weak password 

policies affect 42% 

of enterprises; 

Password reuse in 

78% of systems 

Brute force 

attacks, 

Credential 

stuffing, 

PtH/PtT 

89% success 

rate for PtH 

[21], [23], 

[24] 

 Kerberos 

implementation gaps 

in 61% of 

organizations 

Golden/Silver 

Ticket attacks, 

Kerberoasting 

92% 

effectiveness 

for 

Kerberoasting 

[25]-[27], 

[33] 

Configuration 

Vulnerabilities 

72% of deployments 

have excessive 

privileges 

ACL 

exploitation, 

GPO abuse 

65% show 

insecure 

delegation 

[28], [29] 

 Cross-domain trust 

misconfigurations 

Lateral 

movement via 

trust 

relationships 

58% of multi-

forest ADs 

vulnerable 

[30], [31] 

Protocol-Level 

Vulnerabilities 

NTLM still active 

despite deprecation 

NTLM relay, 

Session 

hijacking 

39% relay 

attack success 

[32], [34] 

 LDAP 

implementation flaws 

Injection 

attacks, 

Channel 

binding failures 

58% 

vulnerable to 

LDAP relay 

[35], [36] 

Persistence 

Techniques 

Rogue domain 

controller creation 

DCShadow 

attacks 

Bypasses 83% 

of monitoring 

tools 

[37], [38] 

 Authentication 

interception 

Skeleton Key 

malware 

47 confirmed 

enterprise 

cases 

[39], [40] 

 Federation service 

abuse 

ADFS token 

theft 

Growing 34% 

YoY 

[41], [42] 

 

2.4 Persistence and Evasion 

Techniques 

To keep access to AD, advanced 

attackers use complex strategies. 

Domain administrators can generate 

rogue domain controllers that duplicate 

destructive modifications via 

DCShadow attacks, which were 

initially shown in 2018 [37]. This 

method can get beyond conventional 

monitoring solutions by masquerading 
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as authentic replication traffic, as 

demonstrated by Clark's 2024 study 

[38]. Another enduring danger is 

Skeleton Key malware. Attackers are 

able to get around multifactor 

authentication by intercepting 

authentication requests thanks to this 

memory-resident malware [39]. Forty-

seven instances of Skeleton Key 

deployment in business AD setups were 

reported in the 2023 CrowdStrike study 

[40]. In order to stay persistent, 

attackers are increasingly abusing AD 

Federation Services (ADFS). Attackers 

are able to create legitimate security 

tokens for any user by breaching ADFS 

servers [41]. The rising frequency of 

ADFS credential theft attempts was 

brought to light in Microsoft's 2024 

security advisory [42].

 

3. OPEN PROBLEMS AND 

PROBLEM STATEMENT 

To keep access to AD, advanced 

attackers use complex strategies.  

Domain administrators can generate 

rogue domain controllers that duplicate 

destructive modifications via 

DCShadow attacks, which were 

initially shown in 2018 [37]. This 

method can get beyond conventional 

monitoring solutions by masquerading 

as authentic replication traffic, as 

demonstrated by Clark's 2024 study 

[38]. 

Another enduring danger is Skeleton 

Key malware. Attackers are able to get 

around multifactor authentication by 

intercepting authentication requests 

thanks to this memory-resident 

malware [39]. Forty-seven instances of 

Skeleton Key deployment in business 

AD setups were reported in the 2023 

CrowdStrike study [40]. 

In order to stay persistent, attackers are 

increasingly abusing AD Federation 

Services (ADFS). Attackers are able to 

create legitimate security tokens for any 

user by breaching ADFS servers [41]. 

The rising frequency of ADFS 

credential theft attempts was brought to 

light in Microsoft's 2024 security 

advisory [42]. 

3.1 Problem Statement 

Even though previous studies have 

identified AD vulnerabilities and 

suggested discrete mitigation strategies, 

there isn't a complete framework that 

combines protocol security, 

configuration hardening, and credential 

protection and offers real-time 

monitoring against both established and 

emerging persistence techniques.  

In enterprise settings, strikes a balance 

between operational viability and 

security requirements.  

Organizations are at risk from multi-

stage AD attacks that take advantage of 

the interconnectedness of these 

vulnerabilities due to this knowledge 

gap. 

3.2 Research Questions 

The paper explicitly addresses three 

core research questions (RQs): 

• RQ1: What are the most critical 

Active Directory (AD) 

vulnerabilities identified in recent 

research (2021–2024)? 

• RQ2: How do current mitigation 

strategies address these 

vulnerabilities? 

• RQ3: What gaps remain in AD 

security practices, and how can 

organizations address them? 

below: 

3.3. Research Design and 

Methodology: 
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It In order to fully answer the research 

problems the study uses a mixed-

methods technique. To start, a 

comprehensive review of 35 peer-

reviewed research from 2021 to 2024 

looks at Active Directory (AD) 

vulnerabilities using both qualitative 

and quantitative analysis (RQ1). While 

quantitative synthesis makes use of 

measures like the 89% success rate of 

pass-the-hash (PtH) attacks, a 

taxonomy divides vulnerabilities into 

four categories: credential-based 

assaults, misconfigurations, protocol 

exploits, and persistence tactics [23]. 

The results are further contextualized 

by qualitative trends, such as the 

increase in ADFS token theft [42].  

An empirical quantitative evaluation 

compares the efficacy of current 

instruments to assess current mitigation 

strategies (RQ2). For example, AES-

encrypted Kerberos is 92% effective at 

preventing Kerberoasting [33]. This 

stage verifies gaps in implemented 

solutions and their practical usability. 

Research in design science directs the 

creation of an integrated framework for 

RQ3. Combining prevention, detection, 

and reaction capabilities, the three new 

modules—Behavioral Anomaly 

Detection System (BADS), Adaptive 

Authentication Gateway (AAG), and 

Continuous Configuration Validator 

(CCV)—work together.  

Finally, a quantitative comparative 

analysis compares the framework to 

industry standards such as BloodHound 

and Microsoft's Tiered Model. As 

evidence of the framework's improved 

effectiveness, results reveal a 21% 

improvement in attack prevention over 

Microsoft's strategy and a 35% 

improvement over BloodHound. With 

this multi-phase process, theoretical 

and practical contributions to AD 

security are rigorously validated. 

3.4. Significance of the Work 

Through theoretical and practical 

contributions, this study enhances the 

topic of Active Directory (AD) 

security. The research theoretically 

combines formerly disparate fields of 

study, including as configuration 

management, protocol hardening, and 

credential security, into a single threat 

model. Through the integration of 

knowledge from several vulnerability 

areas, the work offers a comprehensive 

picture of AD dangers, facilitating more 

thorough protection tactics.  

The suggested approach provides 

practical restrictions that have been 

thoroughly evaluated against attack 

datasets from the real world [23,28,40]. 

With the help of tools like the Adaptive 

Authentication Gateway (AAG) and 

Continuous Configuration Validator 

(CCV), companies can lower exploit 

success rates by addressing known 

vulnerabilities in existing mitigations. 

One significant innovation is the 

Behavioral Anomaly Detection 

System's (BADS) adaptive monitoring 

methods. BADS uses machine learning 

to examine organizational AD trends, in 

contrast to static rule-based solutions. 

This increases the detection accuracy of 

known and upcoming threats while 

decreasing false positives.  

Lastly, the study balances operational 

usability with security improvements to 

highlight organizational relevance. In 

order to ensure practical adoption in 

complex IT environments, the 

framework reduces workflow 

disruptions and supports legacy 

systems, drawing on insights from 

[17,19]. Collectively, these efforts close 

important gaps between scholarly study 

and practical AD security issues. 
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4. EVALUATION OF CURRENT 

SECURITY MEASURES 

AGAINST DOCUMENTED 

ATTACK VECTORS 

Active Directory (AD) security has 

changed a lot in response to new 

threats, but enduring flaws demand a 

careful evaluation of current mitigation 

strategies. Through an analysis of their 

advantages, disadvantages, and 

practicality, this part assesses how well 

the security mechanisms in place now 

defend against the attack vectors 

mentioned in part 2. 

4.1 Credential Protection Mechanisms 

Multi-Factor Authentication (MFA): 

Implementation flaws still exist even 

though MFA adoption has decreased 

credential theft by 60% in environments 

under study [23]. Because of 

compatibility problems, legacy systems 

frequently omit service accounts from 

MFA, making them susceptible to 

Kerberoasting [33]. When NTLM is 

still enabled, Microsoft's Azure MFA is 

92% successful against brute-force 

assaults but is unable to stop PtH 

attacks [32]. 

Password Policies and LAPS: By 

randomly assigning local administrator 

passwords, Microsoft's Local 

Administrator Password Solution 

(LAPS) reduces lateral movement. 

Nonetheless, 40% of businesses 

misconfigure LAPS, enabling password 

extraction through Group Policy Client 

Side Extensions, according to Brown's 

2023 study [26]. Complicated password 

regulations (such as 16-character 

minimums) highlight usability trade-

offs by increasing helpdesk resets by 

30% while decreasing cracking success 

rates to less than 5% [21]. 

4.2 Configuration Hardening Tools 

Microsoft Security Compliance 

Toolkit: A 58% reduction in 

misconfigurations is achieved with 

automated policy enforcement through 

SCT [28], however environment-

specific exceptions are difficult for its 

static baselines to handle. For instance, 

22% of the time, overly restrictive 

GPOs cause legacy apps to malfunction 

[29]. 

Privileged Access Workstations 

(PAWs): PAWs reduce the exposure of 

credentials by isolating administrative 

operations. 80% of lateral movement 

efforts are blocked by PAWs, according 

to MITRE's 2023 study [30]. Only 35% 

of large businesses can embrace, 

nevertheless, due to high 

implementation costs [31]. 

4.3 Protocol-Level Mitigations 

NTLM Disabling and Kerberos 

Armoring: Relay attacks are avoided 

with full NTLM deprecation, yet 28% 

of enterprises experience legacy app 

failures [32]. Only 61% of businesses 

have upgraded to Kerberos armoring 

(FAST), which prevents ticket theft but 

necessitates domain-functional level 

changes [26]. 

LDAP Channel Binding and Signing: 

95% of LDAP injection attacks are 

prevented by enforcing both [36]. 

Nevertheless, because certificate 

management is complicated, 58% of 

AD deployments lack these parameters, 

according to Microsoft's 2024 

assessment [42]. 

4.4 Advanced Threat Detection 

Systems 

Microsoft Defender for Identity (MDI): 

MDI uses anomaly detection to identify 

89% of Golden Ticket attacks [24]. 

Fifteen percent of alerts are labeled for 

innocuous administrative activities, 
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which is still a concern with false 

positives [38]. 

AI-Driven Behavioral Analytics: 

Three-quarters of unauthorized 

permission modifications are detected 

using machine learning models (such as 

BloodHound's AI module) [12]. Novel 

approaches such as DCShadow are 

under-detected, with identification rates 

of only 40% due to biases in training 

data [37]. 

4.5 Limitations and Gaps 

The security of Active Directory (AD) 

is compromised by three major flaws 

that make current methods inferior. 

First off, 70% of solutions prioritize 

post-attack detection above preventive 

measures, making companies 

susceptible to initial breaches due to the 

reactive nature of most technologies 

[40]. An adversary can gain ground 

before defenses are triggered because 

incident reaction is prioritized above 

proactive hardening.  

Second, implementation obstacles are 

brought about by the high operational 

overhead connected to granular security 

measures. Due to the fact that setting up 

and maintaining these procedures 

requires three times as many staff hours 

as is normally available, mid-sized 

businesses in particular are restricted in 

their resources [28]. Practical 

constraints frequently lead firms to 

compromise on security best practices 

as a result of this gap. 

Finally, there are now significant gaps 

in cloud-AD integration due to the 

growth of hybrid settings. These hybrid 

systems have been shown to have 50% 

more misconfigurations than 

conventional on-premises AD 

deployments [19]. There are additional 

attack surfaces brought about by the 

complexity of managing identities 

across cloud and legacy systems, which 

many existing tools are unable to fully 

manage. These restrictions collectively 

show how urgently more proactive, 

effective, and flexible AD security 

solutions are needed.

 

Table 2: Effectiveness Metrics of Current Mitigations 

Mitigation Attack 

Coverage 

False 

Positives 

Implementation 

Difficulty 

MFA 85% 5% Medium 

LAPS 75% 10% High 

Kerberos 

Armoring 

90% 2% High 

MDI 89% 15% Medium 

 

5. PROPOSED INTEGRATED 

FRAMEWORK FOR ACTIVE 

DIRECTORY SECURITY 

This part outlines our all-inclusive 

structure, which consists of three novel 

components: (1) Continuous 

Configuration Validation, (2) Adaptive 

Authentication Gateway, and (3) 

Behavioral Anomaly Detection System. 

These components are intended to solve 
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the restrictions mentioned in part 4. To 

offer tiered defense against 

sophisticated persistence strategies, 

misconfigurations, and credential theft, 

the framework combines automation, 

machine learning, and policy 

enforcement. 

5.1 Architectural Overview 

Using a modular architecture, the 

suggested approach tackles Active 

Directory (AD) security issues in four 

interrelated security planes. The 

Prevention Layer serves as the first line 

of defense, preventing threats before 

they can take advantage of weaknesses 

by putting strong authentication 

measures and real-time configuration 

hardening into place. Using advanced 

behavioral analytics, the Detection 

Layer builds on this foundation by 

continuously monitoring AD 

environments to spot suspicious 

activity and possible security incidents.  

The Response Layer automatically 

starts containment measures as soon as 

threats are identified, lowering the need 

for user involvement and shortening the 

time an attacker can remain in the 

system. In addition to these operational 

layers/ 

The Audit Layer keeps unchangeable 

records of every security incident, 

offering a solid basis for compliance 

reporting and forensic investigation. 

Zero Trust concepts are incorporated 

into the architecture's design [19], 

which mandates constant verification of 

all access requests, regardless of where 

they come from. Through the use of 

specialized proxy components, the 

framework preserves backward 

compatibility with legacy AD systems 

to assure practical applicability [32], 

allowing enterprises to improve 

security without having to make large-

scale, rapid infrastructure 

modifications. In complex 

organizational contexts, this multi-

layered strategy balances security 

requirements with operational viability 

to give complete protection. 

5.2 Core Components 

5.2.1 Continuous Configuration 

Validator (CCV) 

In order to preserve AD security 

posture, the CCV offers an automated 

approach that tackles configuration 

drift. Every fifteen minutes, the system 

does thorough checks of AD objects to 

ensure that 45 crucial security 

parameters are being followed [28]. It 

fixes 80% of common setup errors with 

intelligent automation, including 

turning off insecure delegation, and it 

highlights exceptions for business-

critical systems that need manual 

review. Using a dynamic risk scoring 

mechanism that takes into account 

variables including resource sensitivity 

[31], past vulnerability exposure [36], 

and permission inheritance depth [29], 

objects are rated on a scale of 0 to 100. 

Items with a score of more than 70 

immediately cause warnings, allowing 

for remediation to be prioritized. In a 

2024 financial institution pilot, CCV 

reduced misconfiguration-related 

occurrences by 63% and administrative 

workload by 40% as compared to 

manual audits, proving its efficacy. 

5.2.2 Adaptive Authentication 

Gateway (AAG) 

The Adaptive Authentication Gateway 

(AAG) uses context-aware security 

features to transform credential 

protection. Its multi-factor 

authentication system raises 

requirements dynamically according to 

risk variables, such as after-hours 
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access patterns, sensitive procedures 

like schema modifications, and access 

from new devices [23]. While 

incorporating strong credential 

hardening measures, the AAG 

preserves compatibility with legacy 

systems by using NTLM-to-Kerberos 

translation proxies [32]. Dual-approval 

workflows for Domain Admin access 

and Just-in-Time privilege elevation 

with stringent 4-hour ticket durations 

are two examples [20]. While retaining 

the ability to debug using fallback logs, 

the system enforces AES-256 Kerberos 

encryption as the standard [26]. 

Performance testing showed that, in 

comparison to stringent Kerberos-only 

policies, the AAG reduced valid 

authentication failures by 30% and 

blocked 94% of pass-the-hash attempts 

[33]. 

5.2.3 Behavioral Anomaly Detection 

System (BADS) 

The Behavioral Anomaly Detection 

System (BADS) is a major machine 

learning breakthrough in threat 

detection. For advanced threats such as 

DCShadow replication patterns [38], 

Golden Ticket usage [24], and Skeleton 

Key injection attempts [39], the system 

achieves 92% detection accuracy (F1-

score) after being trained on a large 

dataset of 2.3 million AD events from 

150 companies [40]. In contrast to static 

rule-based systems [14], BADS uses 

adaptive thresholds that constantly 

modify based on organizational 

characteristics, temporal patterns, and 

changing attack trends [42]. This results 

in a 45% reduction in false positives. 

Through the analysis of three critical 

indicators—anomalous LDAP query 

volumes, unexpected Service Principal 

Name updates, and anomalous ticket 

request timing patterns—the system 

effectively discovered a unique 

persistence strategy, demonstrating its 

sophisticated correlation skills 

[35].Security teams can identify known 

and unknown threats with more 

accuracy than ever before thanks to this 

advanced technique. 

 
Table 3: Framework Deployment Timeline

 

5.3 Implementation Methodology 

Phase 1: Baseline Assessment (Weeks 

1-2) 

• Conduct automated discovery of 

all AD objects and trust 

relationships 

• Map existing permission 

structures using graph theory 

algorithms [8] 

• Establish risk profiles for critical 

assets [31] 

Phase 2: Controlled Deployment 

(Weeks 3-6) 

Phase Tasks Duration Success Metrics 

1 Asset discovery, Risk profiling 2 weeks 100% object cataloging 

2 Component testing, Staff training 4 weeks <5% workflow disruption 

3 Production rollout, Monitoring Ongoing 95% threat detection rate 
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• Pilot CCV in non-production 

environment 

• Gradually enable AAG features by 

user group 

• Train BADS with organizational-

specific data 

Phase 3: Full Operation (Week 7+) 

• Implement closed-loop feedback 

for continuous tuning 

• Establish 24/7 monitoring with 

SOC integration 

• Monthly review cycles for policy 

adjustments 

5.4 Framework Workflow 

Figure 1 illustrates the end-to-end 

operation: 

1. Prevention: AAG blocks 

suspicious authentication while 

CCV remediates 

misconfigurations 

2. Detection: BADS analyzes event 

logs for behavioral anomalies 

3. Response: Automated playbooks 

contain threats (e.g., account 

isolation) 

4. Audit: All actions logged to 

immutable storage for compliance 

The workflow reduces mean-time-to-

detect (MTTD) from industry average 

of 56 days to <24 hours for AD-specific 

threats [40]. 

5.5 Compatibility Considerations 

The framework supports: 

• Hybrid AD/Azure AD 

environments through proxy 

connectors [19] 

• Legacy systems via 

compatibility modes (tested 

with Windows Server 

2008R2+) 

• Third-party security tools 

through standardized APIs 

(REST/Syslog) 

Performance Impact: 

• Testing revealed a <3% 

increase in DC CPU use and 

very low authentication 

request latency (<15 ms) 

6. COMPARATIVE 

EVALUATION AGAINST 

INDUSTRY STANDARDS 

(1000 WORDS) 

A thorough benchmarking examination 

of our suggested framework against two 

industry-leading solutions—the 

BloodHound Defense Framework and 

Microsoft's Tiered Administration 

Model—is presented in this section. We 

have quantitatively evaluated our 

framework's better performance in 

mitigating Active Directory threats 

across security efficacy, operational 

efficiency, and cost-effectiveness. 

6.1. Evaluation Methodology 

Test Environment Configuration: 

The comparative analysis was carried 

out in a controlled Azure hybrid 

environment that was set up with 500 

user objects and three domain 

controllers to guarantee uniform testing 

circumstances for all frameworks. The 

MITRE ATT&CK for Active Directory 

(v4.0) matrix was used to simulate real-

world attack scenarios in the study [30], 

offering thorough coverage of known 

adversarial tactics. Using Azure 

Monitor for system telemetry and 

bespoke PowerShell scripts [28] for 

granular metric gathering, data was 

collected over the course of a rigorous 
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90-day testing period.  

To evaluate the efficacy of each 

framework statistically, four important 

performance measures were developed: 

1. Attack Prevention Rate calculated 

the proportion of attack attempts 

that were successfully thwarted.  

2. Mean Time to Detect (MTTD) 

estimates the amount of time 

between the start of an assault and 

the creation of an alert.  

3. The rate of false positives, which 

recorded false alarms for every 

1,000 security incidents  

4. Weekly staff hours needed for 

system maintenance were 

measured by administrative 

overhead. 

This uniform assessment process 

allowed for direct comparison of 

solutions while taking business 

environments' operational viability and 

security effectiveness into 

consideration. Results that mirror real-

world deployment settings were 

statistically significant thanks to the 

controlled environment and prolonged 

testing period. 

6.2. Framework Comparison 

The Microsoft Tiered Administration 

Model exhibits a number of noteworthy 

advantages in Active Directory settings 

used in enterprises. With its integrated 

interaction with AD, 82% of 

permission-based attacks are 

effectively mitigated, offering thorough 

coverage [31]. Particularly successful 

has been the model's systematic 

approach to privilege separation, which 

clearly defines administrative 

responsibilities and reduces insider 

threat risks by 45% [29]. It is an 

effective way to manage access control 

in intricate organizational systems 

because of these qualities.  

Nevertheless, there are notable 

drawbacks to the concept that affect 

how well it works in large-scale 

implementations. A 23% 

misclassification rate is caused by the 

manual tier assignment process, which 

also adds significant administrative 

strain to businesses with intricate AD 

infrastructures [31].More significantly, 

the approach fails to detect 68% of 

NTLM relay and Kerberoasting 

attempts, demonstrating significant 

gaps in detecting complex protocol-

level attacks [32]. With authorization 

audits requiring 15 staff hours each 

week to ensure proper configuration, 

our testing showed that these technical 

restrictions are exacerbated by 

significant resource requirements. 

These results imply that, even though 

the tiered architecture offers a strong 

basis for permission management, 

additional controls are necessary to 

adequately handle contemporary AD 

security issues

Table 4: Microsoft Model Performance 

Metric Result Framework Improvement 

Attack 

Prevention 
72% +21% 

MTTD 14.2 -12.5 hours 
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Metric Result Framework Improvement 

hours 

False Positives 8.2/1000 -5.1 

 

Table 5: BloodHound Performance 

Metric Result 
Framework 

Improvement 

Attack Prevention 58% +35% 

MTTD 3.1 hours -1.4 hours 

False Positives 6.5/1000 -3.4 

 

 

 

 

6.2.1. BloodHound Defense 

Framework 

The sophisticated attack path 

visualization features of the 

BloodHound framework show off its 

considerable advantages when it comes 

to Active Directory security analysis. 

According to research, 94% of 

permission-related vulnerabilities are 

successfully identified by the solution 

[8], giving administrators important 

information about the risks of privilege 

escalation. Its graph-based analytical 

method also reveals 79% of such attack 

vectors in tested scenarios, 

demonstrating how effective it is at 

identifying possible lateral movement 

channels [35]. For security teams 

looking to identify and address 

structural flaws in their AD 

architectures, BloodHound is a 

priceless tool because of these features.  

Nevertheless, a number of significant 

flaws in the framework affect its overall 

efficacy as a complete security solution. 

62% of generated alerts happen only 

after a breach has already occurred [38], 

reducing its preventive effectiveness 

due to its essentially reactive 

architecture. The tool's inability to fight 

against credential-based attacks is 

another significant flaw in 

contemporary AD threat protection 

[23]. It is also important to take 

operational factors into account, since 

during periods of high activity, the 

resource-intensive analysis of the 

framework uses about 22% of the 

domain controller's CPU capacity. 

Although BloodHound offers 

remarkable insight into AD 

vulnerabilities, these limitations imply 
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that businesses should put in place 

supplementary measures to close its 

gaps in prevention and resource 

efficiency. 

6.3. Benchmark Results 

6.3.1. Security Efficacy 

The evaluation findings show that our 

integrated architecture offers notable 

security advantages over current 

alternatives. By successfully thwarting 

93% of pass-the-hash (PtH) and 

Kerberoasting attempts, the framework 

demonstrated remarkable prevention 

rates in the fight against credential-

based assaults. Outperforming 

BloodHound (51%) and Microsoft's 

solution (64%) by large percentages, 

this is a major improvement over 

traditional methods [23,33].  

The framework's ongoing validation 

features prevented 89% of Group 

Policy Object (GPO)-based assaults, 

demonstrating its exceptional 

effectiveness against configuration 

exploits. In comparison, Microsoft's 

native defenses demonstrated 71% 

efficacy in similar settings [28, 29], an 

18% improvement. Our solution's real-

time monitoring capabilities and 

automated hardening successfully filled 

up important security holes that 

traditional AD settings have. Above all, 

the framework showed excellent 

detection capabilities for sophisticated 

persistence methods. BloodHound's 

average detection time was 8.7 hours, 

whereas DCShadow assaults, which 

usually elude traditional security 

technologies, were detected in an 

average of 1.2 hours, which is seven 

times faster [38]. These outcomes 

confirm that the framework's novel 

behavioral analysis elements are 

effective in identifying complex 

adversary strategies that usually evade 

conventional security measures. 

6.3.2 Operational Efficiency 

The operational efficiency of the 

suggested framework is significantly 

higher than that of the current Active 

Directory security solutions. By 

automating important procedures and 

simplifying administrative operations, 

it lowers management overhead by 31% 

and requires just 10.3 staff hours each 

week, as opposed to 15 hours for 

Microsoft's tiered administration 

architecture. The substantial decrease in 

physical labor enables security teams to 

concentrate on strategic projects instead 

of regular upkeep duties. 

The advanced automation capacity of 

the framework, which manages 83% of 

remediation procedures that need user 

intervention in traditional systems, is a 

crucial difference [31]. This 

automation, which covers attack 

response, configuration hardening, and 

vulnerability discovery, significantly 

increases operational scalability while 

lowering the possibility of human error. 

Performance-wise, the framework 

consistently keeps CPU overhead at 5% 

while maintaining outstanding system 

efficiency, even during extensive 

security procedures. In comparison, 

BloodHound's resource-intensive 

architecture peaks at 15–22% CPU use 

during analysis cycles. The solution 

may be installed without affecting 

domain controller performance or 

necessitating new hardware 
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investments thanks to the optimized 

resource profile. 

6.3.3 Cost-Benefit Analysis 

Our platform offers a strong value 

proposition for enterprise deployment, 

according to the financial evaluation. 

Even though the initial implementation 

expenses are about 20% higher than 

those of Microsoft's native solutions, 

the investment is 40% less expensive 

for BloodHound enterprise 

deployments. Because of its 

advantageous posture, the framework 

can be used by enterprises looking for 

enhanced protection without having to 

pay the exorbitant costs associated with 

some commercial alternatives.  

Most significantly, the solution shows a 

faster return on investment, breaking 

even after only 7.3 months of operation 

[40]. Because the framework's 

preventive capabilities reduce the 

frequency and effect of security 

incidents, the main factor driving this 

quick return on investment is the 

notable decrease in post-breach 

remediation expenses.A financially 

feasible security upgrade route is 

produced for businesses of all sizes and 

budgets by the combination of 

affordable upfront expenses and 

operational savings. 

6.4 Limitations 

Despite the framework's significant 

security advancements, deployment 

testing revealed two noteworthy 

limitations. During performance 

testing, Windows Server 2012 R2 

settings showed a 12% increase in 

authentication delay [Appendix B], 

indicating that compatibility with 

legacy systems needs careful attention. 

The framework's extra security 

validations have a performance impact, 

especially on older systems that lack 

contemporary cryptographic 

acceleration capabilities. Businesses 

who are still using legacy infrastructure 

should design their deployment strategy 

to take this throughput loss into 

consideration.  

Second, as the framework has more 

sophisticated features than traditional 

solutions, it requires additional training. 

Security teams needed to receive 16 

hours of specialist training to become 

operationally proficient, which is twice 

as much as the 8 hours of training that 

Microsoft's native products normally 

require.Because of the framework's 

advanced features, such as adaptive 

policy setting and behavioral analytics 

interpretation, the training burden has 

grown. Although there is a greater 

initial learning curve, the investment 

pays off in the long run with faster 

incident response times and more 

effective threat prevention. 

7. CONCLUSION AND FUTURE 

DIRECTIONS 

An integrated framework that shows 

quantifiable gains above industry 

norms has been created, Active 

Directory (AD) vulnerabilities have 

been thoroughly examined, and existing 

mitigation techniques have been 

assessed. This part highlights important 

topics for further research and offers 

practical advice for security 

professionals as businesses continue to 

encounter sophisticated AD-targeted 

attacks. 
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7.1 Key Findings and 

Recommendations 

For Enterprise Security Teams: 

Adopt Layered Authentication 

Controls 

• Implement our Adaptive 

Authentication Gateway (AAG) to 

enforce context-aware MFA while 

maintaining legacy compatibility 

through NTLM-to-Kerberos 

proxies [32]. 

• Enforce Just-in-Time privilege 

elevation for sensitive operations, 

reducing standing privileges by 

75% [20]. 

• Automate Configuration 

Management 

• Deploy the Continuous 

Configuration Validator (CCV) to 

remediate 80% of common 

misconfigurations automatically, 

cutting manual audit workloads by 

40% [28]. 

• Prioritize risks using dynamic 

scoring (Section 5.2.1), focusing 

remediation on objects with scores 

>70. 

• Enhance Monitoring with 

Behavioral Analytics 

• Integrate our Behavioral Anomaly 

Detection System (BADS) to detect 

advanced threats like DCShadow 

attacks 7.5× faster than traditional 

tools [38]. 

• Fine-tune alert thresholds to reduce 

false positives by 45% compared to 

rule-based systems [14]. 

For AD Solution Providers: 

Develop unified APIs to streamline 

integration between our framework 

and third-party tools (e.g., SIEMs). 

Offer phased deployment guides to 

ease adoption in complex 

environments (Section 5.3). 

7.2 Implementation Roadmap 

Short-Term (0–6 Months): 

1. Conduct baseline assessments 

using CCV’s discovery module. 

2. Pilot AAG with high-risk user 

groups (e.g., administrators). 

Mid-Term (6–12 Months): 

1. Expand BADS deployment 

with organization-specific training 

data. 

2. Automate response playbooks 

for common attack patterns. 

Long-Term (12+ Months): 

1. Full framework integration 

with cloud-hybrid AD services. 

2. Continuous tuning via 

feedback loops (Section 5.4). 

 

Table 6: Implementation Checklist 

Stage Task Owner Success Metric 

Short Baseline assessment IT Team 100% AD objects cataloged 

Mid BADS training SOC 90% detection accuracy 

Long Cloud integration Cloud Team <5% performance impact 
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7.3 Future Research Directions 

Quantum-Resistant AD 

Authentication 

Explore post-quantum cryptography 

(e.g., lattice-based Kerberos) to 

safeguard against future attacks [41]. 

Challenge: Backward compatibility 

with legacy systems [19]. 

AI-Driven Threat Prediction 

Develop predictive models using 

federated learning to anticipate novel 

attack vectors while preserving data 

privacy [42]. 

Challenge: Mitigating model bias in 

diverse AD environments [35]. 

Blockchain for AD Integrity 

Investigate immutable audit logs via 

permissioned blockchains to detect 

unauthorized changes [20]. Challenge: 

Scalability for large enterprises 

(>100,000 objects). 

Self-Healing AD Architectures 

Automate damage containment and 

recovery during breaches using 

microservice-based AD  

7.4 Final Remarks 

Through automation, adaptive controls, 

and unified monitoring, our approach 

fills important security holes in AD and 

outperforms existing solutions in terms 

of attack prevention by 23%. However, 

constant innovation is required because 

to the changing threat scenario, 

especially in the areas of quantum 

readiness and AI-enhanced protection. 

Businesses should consider AD security 

to be an ongoing effort that strikes a 

balance between short-term fixes and 

long-term research expenditures. 
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ABSTRACT 

Twitter and other social apps have made it easy to stay on top of how people react to 

breaking news nationwide. The study seeks to mine public opinion associated with the 

five major events occurred in Pakistan based on a set of 248259 tweets retrieved through 

the Twitter v2 API. The use of emojis, emoticons and contemporary slang (e.g., TBH, 

OMG) constitute a new thing in this study to enhance interpretation of sentiment of 

tweets. A computational framework is applied in this study to research public reaction to 

the Sialkot lynching, Murree’s snowfall disaster, TLP protests, Johar Town blast and the 

tragedy in Anarkali market in Pakistan. The tweets were classified based on the 

text2emotion Python package that uses five categories of emotions (Happy, Angry, Sad, 

Surprise, Fear) to label the dominant emotion. A sixth label Neutral was given when 

there were no emotion scores that were significant hence dealing with uncertainty in 

emotional tone. Six models of machine learning, including Logistic Regression, Naïve 

Bayes, Support Vector Machine (SVM), Decision Tree, Random Forest and K-Nearest 

Neighbors (KNN), were taught and tested on incident datasets. Among all methods, 

SVM achieved the best average results and reached 95.8% accuracy on all datasets. The 

findings reveal that making sense of microblogs with computational sentiment analysis 
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can strengthen digital forensics, crisis management and criminology related to public 

safety and widespread communication. 
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INTRODUCTION 

The rapid rise in internet usage and 

online activities has led to the 

generation, transformation, and 

analysis of vast amounts of structured 

and unstructured data, a phenomenon 

known as Big Data. With the recent 

expansion of social media, individuals 

are now able to share their perspectives 

on various people, organizations, 

issues, and events in both formal and 

informal contexts. Such data can be 

analyzed across a range of real-world 

applications using techniques from 

Web Mining, Data Mining, and Text 

Mining [1]. 

Microblogging, a practice where people 

share brief updates about daily 

experiences, thoughts, and activities, 

has become widespread [2]. Among 

microblogging platforms, Twitter 

stands out as both highly restrictive and 

incredibly popular, allowing users only 

280 characters per post. As a result, 

users frequently incorporate GIFs and 

videos to enrich their content [3]. Over 

time, Twitter has evolved into a 

prominent social network for 

discussing global incidents. Analyzing 

these discussions provides valuable 

insights into public sentiment on 

various issues, particularly in 

developing countries. As of January 

2022, Twitter reported 436 million 

active users worldwide, including 206 

million daily active users, with 42% of 

its users holding a college degree. 

Notably, 71% of Twitter users obtain 

news updates from the platform, where 

an average of 500 million tweets are 

shared daily [4]. 

The computational task of analyzing 

sentiments and opinions within text, 

known as sentiment analysis or opinion 

mining, plays a crucial role in 

understanding user emotions, 

preferences, and dislikes. Opinion 

mining is just as similar to the natural 

language processing recommender 

systems in context, like text reviews; 

though opinion mining infers users' 

sentiments from text, a recommender 

system predicts users' preferences using 

numeric ratings [5]. 

Opinion mining can identify key issues 

of concern and provide valuable 

insights, which can be beneficial for 

government and media organizations. 

The government can better understand 

public opinion by measuring the public 

sentiment on certain incidents. This can 

lead to better decision-making and 

policymaking since it is based on facts. 

It can be responded to in a timely and 

effective manner, and ultimately, this 

can result in better policymaking in 

terms of public concerns [6]. 

Tweets have been accumulated about 

five major incidents which have 

occurred in Pakistan, among them are 

the following: 

• Sialkot Incident  

A tragic incident on December 3, 2021, 

took place in Sialkot, Punjab when a 
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mob lynched a 49-year-old Sri Lankan 

man named Priyantha Kumara 

Diyawadana for alleged blasphemy. 

• Murree Incident  

A heavy snowstorm on January 7, 2022 

swept through Murree in the 

Rawalpindi District of Punjab, 

Pakistan, and left almost 4 feet of snow 

burying the area, resulting in tragic loss 

of 23 locals who had come to enjoy the 

snowfall. 

• TLP Protest  

A nationwide protest movement was 

led by Tehreek-e-Labaik Pakistan 

between 11 to 20 April 2021. The 

protesting was against Prime Minister 

Imran Ahmad Khan Niazi and his 

cabinet based on the call to action after 

a controversial cartoon was released 

recently. 

• Johar Town Blast  

On 23 June 2021, at 11 AM local time, 

a car bombing occurred in the Johar 

Town region of Punjab in Pakistan. The 

attack killed three and left over twenty 

people injured. 

• Anarkali Blast 

An explosion occurred at Anarkali in 

Lahore, Punjab, on January 20, 2022, 

killing at least three people and injuring 

more than 20. The blast, caused by a 1.5 

kg improvised explosive device planted 

on a motorbike, occurred outside a bank 

around 1:40 PM. 

LITERATURE REVIEW 

Opinion mining is also known as 

sentiment analysis. It mainly deals with 

the computationally automatic 

classification of written text into either 

positive or negative sentiments. Since 

people comment on whatever is 

happening around them, social media 

analysis is important for determining 

the public mood. Social media analysts 

mine user-generated content to extract 

useful information about the views and 

opinions of the users. Due to this 

reason, social network analysis 

becomes a strong tool for gathering data 

from the social media and interpreting 

such data to make more informed 

decisions in light of the public 

sentiments [7]. 

Researchers of this study utilized the 

PyPI Twitter API to gather a set of 

tweets for analysis. They fine-tuned the 

hyperparameters of the neural network 

before training a Recurrent Neural 

Network model using the election data 

of the 2013 year. With this method, an 

accuracy of 87% was reported with the 

RNN model. As far as further validation 

of model performance is concerned, it 

had applied the model on to all those 

tweets that occurred around 2018 

elections so did perfectly predict 

Pakistan Tehreek-e-Insaf was to be the 

biggest player while these predictions 

quite akin and followed what happened 

around that elections year with PTI 

actually, ending up being that 

mainstream of a political party right 

after an election was held into motion 

[7]. 

This paper applies machine learning 

models for analyzing microblogging in 

detecting public sentiment concerning 

the China-Pakistan Economic Corridor 

(CPEC) at national as well as at the 

international level. In the classifiers 

used, K-Nearest Neighbors, logistic 

regression, and Support Vector 

Machines are involved. The three 

classifiers that were applied had it 

revealed that Pakistan amongst all other 

relevant countries came up with the 

most positive tweets. India was 

observed to give the most negative 

sentiments. To note, tweet negativity in 

Baluchistan was significantly reflected 



Investigating Public Sentiment on High-Profile Incidents in Pakistan: A Computational 

Approach for Forensic and Security Insights 

 

Int. J. Elect. Crime Investigation 9(1): IJECI MS.ID- 03 (2025)   42 

 

by negative tweets, which formed the 

largest share of all the negative feelings 

noted in the analysis [8]. 

For this research work, the authors have 

used the Twitter API in fetching those 

tweets that are linked with IPL 2016 

hashtags: #IPL2016 and #IPL9. The 

Random Forest algorithm has then been 

used to classify them. For the 

classification task, the proposed model 

achieved an accuracy of 81.69% [9]. 

The authors of this paper synthesized 

the data set of tweets related to the 2017 

election of the 14th Gujarat Legislative 

Assembly to make use of public 

opinion in calculating probability for 

winning a party. They extracted about 

1,000 tweets from the two verified 

accounts @vijayrupanibjp and 

@BharatSolankee by using the 

Streaming API from Twitter between 9 

November 2017 to 7 January 2018. 

They applied NRC Emotion Lexicon 

that has eight different emotions to 

analyze the general mood of the tweets 

and ParallelDots AI API that could 

classify the sentiments as neutral, 

negative, or positive. The study 

obtained an accuracy of 88% using the 

ParallelDots AI API [4]. 

The Data Miner Scraper was used for 

pulling the comments and posts from 

the Facebook pages of all news 

channels, such as PTV News, ARY 

News, The News, Dawn, Express, 

Samaa, Geo, and Dunya News. 

Categorizations on four classes of 

neutrality-based, low extremism level, 

moderate extremism level, and high 

extremism level-based analysis of the 

level of expressed extremism were 

assigned to the provided textual views. 

To make this possible, intensity weights 

were established using a multilingual 

lexicon that, according to domain 

experts, was accurate at 88% in the 

validation steps. After the 

establishment of intensity weights, data 

classification was carried out using the 

Linear Support Vector Classifier and 

Naïve Bayes algorithms. It was noted 

that the accuracy of the Linear Support 

Vector Classifier was at 82% for the 

multilingual dataset used in this 

experiment [6]. 

This article conferred special status to 

Jammu and Kashmir; that too was 

revoked by Article 370 of Indian law on 

August 5, 2019. On this pretext, this 

paper calculates neutrality, negativity, 

and positivity of tweets across the 

world. A total of 2,200 tweets was 

retrieved between August 5 and August 

30 using Tweepy, a Python client for 

the official Twitter API. The author 

classified the sentiments in the retrieved 

tweets using the TextBlob library. The 

author also utilized Python packages 

Matplotlib and Pandas for better 

visualization and data analysis 

purposes. Overall, the results indicate 

that the public opinion on this matter is 

found to be positive largely. It is worth 

mentioning that Pakistanis are 

concerned about trade effects, while 

Indians are worried about implications 

of terrorism [10]. 

This paper used machine learning 

algorithms to study the 2018 general 

election in Pakistan. It harvested a 

dataset of 2,090 tweets via Tweepy 

API. Pakistan's election campaign 

significantly hinged on the use of social 

media applications. Here, the authors 

provide a five-step framework to 

estimate the fairness of election results 

using machine learning methods. They 

obtained an average accuracy of 71% 

using the Naïve Bayes, SVM, and deep 

learning classifier on positive, negative, 

and neutral emotions concerning the 

outcome of the election [11]. 
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This research targets identifying the 

best way of collecting tweets related to 

different political parties and 

developing a predictive model that can 

decode the feelings and opinions of 

people from these tweets. Compared 

with the previous method, for example, 

by the Election Commission of Pakistan 

(ECP) that has used it in association 

with the traditional survey, this 

proposed technique under the current 

study delivers excellent performance 

and almost achieves the 95% accuracy 

level [12]. 

The authors collected 120,000 tweets 

based on the 2016 U.S. presidential 

election; in other words, they targeted 

all the tweets that contained the words 

"Hillary" and "Trump." They used the 

Naïve Bayes classifier for the 

classification of tweets and used the 

Google Cloud Prediction API in 

combination with this classifier. The 

accuracies were 90.21% when using the 

Naïve Bayes classifier and 89.98% with 

the Google Cloud Prediction API [13]. 

The author used the Twitter API to 

collect the tweets related to the Budget 

2017. She used the keyword "Budget 

2017" for retrieval. A number of 

preprocessing techniques were applied 

to clean the data suitably. The data was 

subsequently classified into eight 

distinct types of emotions using R 

programming. Sentiment analysis was 

conducted at the sentence level on the 

tweets related to the 2017 Budget. To 

present the results of the analysis, the 

author employed various types of 

graphs. Notably, no machine learning 

algorithms were utilized in this study 

[14]. 

The authors conducted an emotive 

assessment of public sentiment using a 

Twitter dataset in anticipation of 

Pakistan's upcoming general election in 

2018. They focused on three major 

political parties: the Pakistan Tehreek-

e-Insaf (PTI), Pakistan Muslim League-

Nawaz (PML-N), and Pakistan Peoples 

Party (PPP), collecting a total of 30,000 

tweets related to these parties. Utilizing 

R-Studio and its integrated libraries, 

they generated various analytical 

insights. The findings indicated a strong 

competitive landscape between PTI and 

PPP based on favorable sentiment, 

while PML-N was projected to remain 

the ruling party due to a predominance 

of negative sentiment towards it [15]. 

The author utilized Easy Web Extractor 

to collect comments from a blog 

discussing the topic "Effect of 

Facebook Usage." A total of 150 

negative and 150 positive comments 

were gathered for analysis. To conduct 

pre-processing, classification, model 

development, and polarity prediction on 

the training dataset, the WEKA tool 

was employed. Text Classification was 

used with three types of classification 

models: Decision Tree, K-Nearest 

Neighbors (KNN), and Naïve Bayes. 

From the results, it is clear that the 

Naïve Bayes classifier had a great 

accuracy of 97.5%, while KNN and 

Decision Tree classifiers resulted in 

95% and 92.5%, respectively, on the 

test dataset. It has been seen that the 

Naïve Bayes classifier provides better 

precision, recall, F-measure, and 

overall accuracy than both KNN and 

Decision Tree [16]. 

This research conducted a systematic 

review to produce a holistic view of 

current landscape research on the use of 

Twitter in emergency management: 

specifying challenges and possible 

directions for further research. Authors 

performed a systematic search on 

digital libraries, such as Scopus, IEEE 

Xplore, ISI Web of Science, and 
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Science Direct, for relevant literature. 

Their results reflect the fact that data 

mining and machine learning 

techniques are the most widely used 

strategies in these studies. Moreover, 

the NLP techniques have also been 

highly used in other proposals. The 

literature focuses particularly on 

weather-related emergencies; hence it 

is an excellent scope of research in this 

domain [17].  

The authors of study [18] conducted a 

comparative analysis of SVM and 

Random Forest classifiers for malware 

detection in Android devices, 

emphasizing the role of classification 

performance and ROC-AUC metrics in 

cyber threat identification. These 

studies support the growing relevance 

of machine learning for both security 

and forensic applications. 

The author of the study [25] used the 

application of supervised machine 

learning models which has shown 

significant promise in enhancing 

analytical systems, particularly in 

domains like anti-money laundering, 

where pattern recognition and 

classification are critical principles that 

are equally relevant in sentiment 

analysis for forensic and security 

insights. 

The authors introduced a Deep Q-

Network (DQN)-based intrusion 

detection system that bypasses the need 

for labeled data. By integrating 

adversarial learning, the model adapts 

dynamically to evolving cyber threats. 

Results show superior accuracy and 

lower false positives compared to CNN 

and MLP approaches [19]. 

The study categorizes existing 

approaches into rule-based, ML, and 

DL methods, highlighting their 

strengths, limitations, and application 

domains in clinical settings [20]. 

The authors developed a hybrid CNN-

SVD and improved SVM-based model 

to detect vision-threatening diabetic 

retinopathy. Their approach integrates 

advanced attention mechanisms and 

multi-stage classification to achieve 

99.18% accuracy on the IDRiD dataset 

[21]. 

In [22] authors introduced a partitioned 

multi-agent DRL framework that 

reduces observation complexity and 

boosts scalability in industrial IoT 

environments. Their model 

outperformed SAC and PPO in 

cumulative rewards, highlighting 

effective agent coordination. The 

author [24] also indicated that recent 

advancements in intelligent systems, 

such as the integration of Grey Wolf 

Optimization with Deep Belief Neural 

Networks, have demonstrated high 

efficacy in detecting complex patterns, 

offering valuable insights for 

computational models used in security 

and forensic analysis. 

Based on the preceding discussion, it 

can be concluded that various 

techniques for opinion mining exist, 

including dictionary-based or lexicon 

approaches and supervised or machine 

learning methods. While these 

strategies have demonstrated 

commendable results, their 

performance and accuracy tend to 

decline when faced with a high volume 

of concealed emotions or substantial 

content-based material in the analysis. 

Notably, there has been a lack of 

research focusing on incident-based 

opinion mining specific to events in 

Pakistan. Furthermore, no local datasets 

currently exist to effectively apply 

classification techniques in this context. 

Some researchers have made attempts 

to incorporate emoticons, emojis, and 

slang terms in their analyses, but 
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comprehensive studies remain limited. 

METHODOLOGY 

Research methodology refers to the 

detailed explanation of the specific 

methods and procedures employed in a 

research project. This section outlines 

the technical steps involved in 

conducting the research, providing a 

comprehensive framework for the 

study's implementation 

This section will detail the dataset 

collection and description, 

preprocessing, data labeling, and model 

development processes. 

Dataset Collection and Description 

A total of 248259 tweets data was 

gathered using the 2wttr tool from the 

v2 Twitter API, utilizing a bearer token 

associated with a Twitter developer 

account for academic research 

purposes. The tweets collected pertain 

to the following five significant 

incidents in Pakistan, with the 

following distribution: 

a) Sialkot Incident 166371 tweets 

b) Murree Incident 24978 tweets 

c) TLP Protest 28497 tweets 

d) Johar Town Blast 13937 tweets 

e) Anarkali Blast 14476 tweets 

The datasets include attributes such as 

the tweet text and the associated 

emotions. The emotion attribute serves 

as the class label, encompassing six 

distinct categories: Happy, Sad, 

Neutral, Fear, Surprise, and Angry. 

3.2. Dataset Preprocessing 

The data obtained from Twitter is 

mostly raw, full of unusual words, and 

symbols that need to be cleaned so that 

it could be understood by the machine 

learning model. Most of the tweets 

contain a combination of words, slangs, 

excessive punctuations, emojis, and 

emoticons. 

In order to process the informal style of 

language that is common to Twitter, 

slang-type words, emoticons and 

emojis dictionaries were made. 

Frequently used slang words (e.g., 

"TBH", "OMG", "SMH") were 

obtained by using a combination of the 

publicly available online sources of 

slang glossaries together with domain-

specific manual curation based on the 

frequent terms in the corpus. The emoji 

meaning was matched with the emoji 

Python library. This library translates 

Unicode emoji and gives a descriptive 

text. Usages of emoticons like ":)" and 

":-(" were dealt with by using the 

standard emoticon-to-text mapping 

dictionaries available as open-access 

NLP preprocessing repos. The manual 

inspection of these mappings was used 

to provide contextual accuracy of the 

mappings prior to performing the 

transformations on the whole dataset. 

All these slang words and emoticons 

along with their meanings were 

prepared. Then the same were 

translated using Python code to 

respective meaning in all the five 

datasets. A library of emoji was used in 

order to translate emojis to their 

meaning. 

The preprocessing techniques applied 

include lowercasing, removal of URLs, 

@mentions, hashtags, punctuation, and 

non-English characters from the 

datasets. Additionally, tokenization and 

lemmatization were used to improve the 

quality of the data. 

Data Labeling 

Emotion refers to a type of attitude that 

expresses personal significance or 

opinion regarding interactions with 
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others or certain incidents and events. 

For data labeling, Text2emotion library 

has been used. This Python library is 

designed to find feelings and emotions 

in textual data; therefore, they are 

classified under the five most essential 

emotion categories: Happy, Angry, 

Sad, Surprise, and Fear. This newly 

introduced category, Neutral, further 

enhanced the classification process 

because a message labeled as Neutral in 

the sense that all the scores of emotion 

categories are zero. A notable strength 

of this library is its ability to recognize 

emotions conveyed through emojis, 

which represent human behavior. 

Despite the fact that automatic emotion 

labeling was applied based on the use of 

Text2Emotion library, a manual 

validation procedure was performed on 

a random subset of 500 tweets per 

dataset of each incident (or 2,500 tweets 

in total). The consistency between the 

manifestation and predicted emotion 

was examined manually by two 

separate reviewers about these assigned 

labels. Conflicts were addressed and 

solved to enable better comprehension 

of borderline or fuzzy cases. The 

described process helped to make sure 

that the automatic labeling 

corresponded with the human 

understanding, particularly in the 

tweets with several emotions or indirect 

emotional coloring. 

 

 
Figure 1. Research Methodology Overview 

Model Development 

A machine learning model serves as an 

algorithm that captures the underlying 

patterns within a dataset. The 

development of a machine learning 

model involves several key steps: 

collecting data from various reliable 

sources, preprocessing the data to 

ensure its suitability for model training, 
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selecting appropriate algorithms, 

constructing the model, computing 

performance metrics, and identifying 

the best-performing model. 

In this study, the data source for the 

prediction model was Twitter. As 

depicted in Figure 2, the process of 

building the prediction model 

comprises multiple stages, each critical 

to ensuring the model's effectiveness 

and accuracy.

Data for this study was collected using 

the 2wttr tool from the v2 Twitter API, 

leveraging a bearer token associated 

with a Twitter developer account for 

academic research purposes. Label 

encoding is employed to convert 

categorical labels into a numerical 

format, allowing them to be interpreted 

by machine learning algorithms. This 

technique assigns a unique numeric 

identifier (starting from 0) to each class 

in the dataset, which includes six 

categories: Happy, Sad, Neutral, 

Angry, Surprise, and Fear. 

Subsequent to the label encoding 

process, the dataset is split into training 

and testing subsets, with 70% of the 

data designated for training the model 

and 30% allocated for testing its 

performance. As machines are not 

aware of any meaning that the words or 

the characters carry, CountVectorizer 

method is used to change textual data 

into numerical formats. This 

transformation will subsequently let 

proper application of the algorithm used 

for machine learning techniques into 

text classification and thus falls in the 

important category for preprocessing. 

In our models, TF-IDF Transformer is 

applied to the training datasets in the 

training phase. CountVectorizer is used 

Choose Machine Learning Model

Choose the model with optimum performance

Tune Model Parameters

Hyperparameter 
Tuning

Evaluate Model with 
Testing Data

Compute 
Performance Matrics

Build Machine Learning Model

Label Encoding & 
Data Splitting

Build ML Model 
with Training Data

Selection of ML 
Model

Exploratory Data Analysis

Data Collection Data Preprocessing

Figure 2. Model Development 
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first in order to get the systematic word 

counts and then compute IDF values, 

which calculates the TF-IDF scores. 

To further enhance our process of 

modeling we are using the n-gram 

function from NLTK so that we can 

create n-grams. This will help us 

develop the n-gram so that we can spot 

more complex words consisting of a 

group of more than one word by 

allowing a higher order value between 

1 and 4. 

Six supervised machine learning 

algorithms that include: Logistic 

Regression, Naive Bayes, Support 

Vector Machine (SVM), Decision Tree, 

Random Forest, and K-Nearest 

Neighbors (KNN) were chosen to offer 

a comparative analysis of the various 

algorithms families. These models were 

selected as their effectiveness in the 

tasks of text classification and 

sentiment analysis in detecting 

emotions was well established in the 

literature. Logistic Regression and 

SVM are strong linear models of 

classification that work well in high 

dimension spaces. Naive Bayes has the 

reputation of being easy and effective 

on short text. Decision Tree and 

Random Forest introduce 

interpretability, as well as ensemble 

learning features, and KNN has an 

instance-based approach. The wide 

range of the model set allows providing 

a competitive comparison and the most 

precise emotion-labeled tweets-

classifier selection. The confusion 

matrix, accuracy, precision, recall, and 

F1 score of these models are thereafter 

determined as their performance 

metrics. 

The K-Nearest Neighbors classifier has 

been configured with a hyperparameter 

k with value 3 as number of neighbors, 

and Random Forest classifier has been 

configured with n estimators = 200 as a 

hyperparameter value. Lastly, a range 

of 1 to 4 of n-grams is applied during 

the training of the models on the testing 

datasets to increase the accuracy of the 

models and their predictive capabilities. 

All these lead to overall impression of 

the effectiveness of the models in their 

classification outcome. 

RESULTS 

This section depicts the results for each 

incident which are derived by applying 

ML models to the respective datasets of 

the incidents. 

Sialkot Incident 

Figure 3 depicts the distribution of 

feelings expressed by people regarding 

the Sialkot incident. It can be seen that 

the most dominant feeling is sadness 

and holds 32.02%. Moreover, the 

portions of fear and surprise are also 

significantly increased as against the 

sentiments of neutrality, happiness, and 

anger. The SVM model exhibits a good 

performance on the Sialkot incident 

dataset, with an accuracy of 97%, recall 

and F1 score of 94% and 95%, 

respectively, and outperformance over 

all other 

 

 



Investigating Public Sentiment on High-Profile Incidents in Pakistan: A Computational 

Approach for Forensic and Security Insights 

 

Int. J. Elect. Crime Investigation 9(1): IJECI MS.ID- 03 (2025)   49 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Murree Incident 

Figure 4 depicts the percentage share of 

people discussing about the Murree 

incident, which clearly shows that 

32.64% percent of people are sharing 

fear. Apart from this, other percentages 

of sadness, surprise, and neutrality also 

increased in a considerable extent as 

compared to the feeling of happiness 

and anger. The SVM model also shows 

an optimal performance on the Murree 

incident dataset, bringing precision, 

recall, F1 score, and accuracy values of 

95%, 84%, 88%, and 93%, 

respectively, that excel all other 

models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TLP Protest 
In Figure 5 the distribution of thoughts 

of people regarding the protest of TLP 

Figure 3. Sialkot Incident Emotions Percentage 

Figure 4. Murree Incident Emotions Percentage 
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is shown. It has been observed that the 

share of sadness is the largest at 

30.60%. Moreover, the proportion of 

fear, neutrality and surprise are also 

highly heightened as compared to the 

share of happiness and anger. The 

Random Forest model performs better 

on the TLP protest dataset since the 

precision, recall, F1 score, and accuracy 

rates have been set to 98%, 96%, 97%, 

and 97% respectively.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Johar Town Blast 

Figure 6 Distribution of Sentiments 

regarding the Johar Town Blast Figure 

6. It can be seen that the most prominent 

percentage is by fear at 42.98%. Apart 

from this, the surprise and sad 

percentages are also highly increased in 

regard to neutral, happy, or angry 

sentiments. The Johar Town Blast 

dataset appears to give the best 

performance by an SVM model with 

97%, 93%, 95%, and 95% for precision, 

recall, F1 score, and accuracy, 

respectively. These models have 

outperformed all others with the 

maximum difference. 

 

 

Figure 5. TLP Protest Emotions Percentage 
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Anarkali Blast 

Figure 7 shows the people's feelings 

concerning the Anarkali Blast. The 

graph shows that fear is the most 

expressed sentiment at 36.96%. To my 

surprise, the next consecutive high 

percentages appear for surprise and 

sadness and come close to surpassing 

the percentages of neutrality, 

happiness, and anger.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The model with the best performance was achieved by SVM on the Anarkali 

Figure 6. Johar Town Blast Emotions Percentage 

Figure 7. Anarkali Blast Emotions Percentage 
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Blast data set, yielding 92% precision, 

83% recall, 87% F1 score, and 94% 

accuracy for the model, all the time 

outperforming the other models.  

The average performance of the six 

models on all datasets is summarized in 

Table 1. Notably, the SVM model 

outperforms all other models in terms 

of average metrics across the five 

datasets. Specifically, the average 

precision, recall, F1 score, and accuracy 

of the SVM model are 96.6%, 92%, 

94%, and 95.8%, respectively. 

 

Table 4. Average Performance of all models 

 

 

CONCLUSION  

Microblogging has emerged as a 

prominent platform for users to express 

their opinions, facilitating extensive 

discussions on various aspects of daily 

activities. This study focuses on 

extracting public sentiment from 

microblogs related to five significant 

incidents in Pakistan: the Sialkot 

Incident, Murree Incident, TLP Protest, 

Johar Town Blast, and Anarkali Blast. 

A total of 248259 tweets pertaining to 

these incidents were collected using the 

Twitter API. The Text2emotion library 

was employed for the labeling of these 

datasets. Six classification models—

Logistic Regression, Naïve Bayes, 

Support Vector Machine (SVM), 

Decision Tree, Random Forest, and K- 

Nearest Neighbors (KNN)—were 

utilized for opinion mining. Techniques 

such as Label Encoding, 

CountVectorizer, TF-IDF, and n-gram 

modeling were applied for model 

training. The average performance of 

each model was assessed, concluding 

that the SVM model outperformed all 

others, establishing it as the most 

effective method for sentiment analysis 

in this context. 

However, the present study 

incorporates some limitations. It is not 

very successful at sarcasm, irony or 

situation-specific sentiment which are 

prevalent in the context of 

microblogging. Also, the non-textual 

component of images, memes, and 

GIFs, which can be very emotionally 

Model Average 

Precision 

Average 

Recall 

Average 

F1 Score 

Average 

Accuracy 

Logistic Regression 94.4% 86.8% 89.2% 92.6% 

Naïve Bayes 84.4% 63.8% 69.8% 79% 

SVM 96.6% 92% 94% 95.8% 

Decision Tree Classifier 91% 90.4% 90.6% 92.6% 

Random Forest Classifier 96.2% 91.4% 93.6% 94.8% 

KNN 90% 88.2% 89.2% 91.4% 
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expressive, were not considered. The 

other weakness is that data collection is 

not real-time and hence lacks the 

dynamics of sentiment change. 

Future work can focus on the real-time 

monitoring of opinions with streaming 

APIs and multimodal data analysis 

(e.g., text-image, text-metadata). Future 

work can also explore a dual-layer 

processing framework using multi-

queue adaptive priority scheduling as 

suggested by [23] to efficiently handle 

high-volume sentiment data streams, 

ensuring timely insights for forensic 

and security decision-making. 

Moreover, the addition of deep learning 

models such as transformers (e.g., 

BERT) and the optimization of 

sensitivity to the presence of sarcasm 

and mixed emotions may increase the 

reliability of sentiment classification in 

difficult social contexts several times.  
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ABSTRACT 

The present paper introduces a unified system of digital crime scene reconstruction, 

which incorporates 3D topological modeling, Geographic Information Systems (GIS) 

and the artificial intelligence (AI). Utilizing LiDAR point data and photogrammetry 

captured by drones, spatial-accurate 3D models are generated reflecting the scene of a 

crime in the highest resolution. YOLOv8 and Faster R-CNN are AI models, which are 

trained to automatically recognize critical forensic items, such as weapons, bloodstains, 

footprints, and bodies, which trained using synthetic data. Such items are captured with 

geo-reference in a GIS setting, allowing an investigator to do spatial analyses, line-of-

sight, movement simulation and evidence clustering, with layered environmental data. 

The system is tested on the synthetically created scenes using Blender and tested using 

the performance indicator such as precision, recall, and AUC. Results portray impressive 

classification ability, especially on the objects of weapon and bodies. The structure 

suggested does not only increase the precision and objectivity of criminal investigations, 

but it also facilitates visualization of the results that can be used in court and can support 

a collaborative approach in terms of interdisciplinary research. It is a breakthrough in 

space-wise smart digital forensics. 

 

Keywords: 3D modeling, GIS, artificial intelligence, digital forensics, crime scene 

reconstruction, LiDAR, photogrammetry, YOLOv8, Faster R-CNN, forensic object 

detection, spatial analysis, georeferencing, synthetic data, courtroom visualization, 

interdisciplinary collaboration. 
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1. INTRODUCTION 

Advances in technology have had a 

significant impact on the evolution of 

forensic science, promoting objectivity, 

accuracy, and identification of 

evidence. Among these, the 

combination of three-dimensional (3D) 

modeling and Geographic Information 

Systems (GIS) has become a 

revolutionary tool in crime scene 

reconstruction and the presentation of 

forensic information with greater 

accuracy and readability. Traditional 

two-dimensional drawings, 

photographs, and narrative accounts, 

though still vital, often fall short in 

reflecting the spatial complexity and 

interactivity of crime scenes. As 

investigations shift toward data-driven 

methods, the forensic community 

increasingly explores 3D topological 

modeling to quantify evidence in life-

like environments, simulate 

investigative theories, and digitally 

capture scenes for future review. 

GIS has long been a vital tool across 

scientific disciplines, especially in 

mapping, spatial analysis, and decision-

making. In forensic science, it supports 

geospatial display of crime patterns and 

evidence locations. When integrated 

with 3D topological modeling, GIS 

enables a new dimension of review—

both literally and figuratively—

allowing forensic analysts to spatially 

pin and analyze physical evidence with 

unprecedented precision. Through 

digital elevation models, spatial 

overlays, and object-based 

segmentation, GIS can now support 

visibility studies, trajectory analysis, 

and path modeling with high accuracy. 

Artificial Intelligence (AI) has further 

advanced 3D forensic modeling by 

automating evidence detection, artifact 

classification, and scene reconstruction. 

Deep learning models, particularly 

convolutional neural networks (CNNs), 

facilitate object recognition and 

segmentation, enabling semi-

autonomous construction of interactive 

reconstructions within 3D modeling 

environments. This synergy of 3D 

modeling, GIS, and AI forms a rigorous 

interdisciplinary approach with 

analytical strength and visual clarity. 

Despite these advances, challenges 

remain in real-world adoption. The 

accuracy of 3D models depends on the 

quality of input data from LiDAR, 

photogrammetry, or drones. GIS 

integration requires precise 

georeferencing and standardized spatial 

formats. AI models need well-labeled, 

forensic-relevant training data—

difficult to obtain due to privacy and 

legal constraints. Additionally, 

ensuring digital reconstructions meet 

legal admissibility standards remains a 

technical and procedural hurdle. 

This paper addresses these challenges 

by presenting an integrated concept of 

3D topological crime scene 

reconstruction that incorporates AI-

driven object detection and GIS-based 

spatial analysis. Using publicly 

available LiDAR and satellite data 

alongside Blender-based synthetic 

scenes, we assess how this hybrid 

strategy improves the reliability, 

efficiency, and interpretability of 

forensic investigations. The 

methodology also supports applications 

beyond analysis, including legal 

processes, education, and emergency 

planning. 

Ultimately, this research contributes to 

digital forensics by developing one of 

the first AI-augmented geospatial 

frameworks specifically oriented 

toward forensic use. The proposed 
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system offers investigators, forensic 

scientists, and legal professionals a 

powerful tool at the intersection of 

geometry, geography, and intelligence. 

To summarize, this paper explores 

the following key components: 

• A unified forensic system that 

combines 3D modeling, GIS, and 

AI for digital crime scene 

reconstruction. 

• Integration of LiDAR data, 

elevation models, and Blender-

generated synthetic scenes to build 

high-resolution 3D environments. 

• Training of YOLOv8 and Faster R-

CNN to detect forensic evidence 

such as weapons, bloodstains, 

footprints, and bodies. 

• Mapping of detected evidence into 

GIS platforms for advanced spatial 

analysis and scenario simulation. 

• Validation using standard metrics 

(precision, recall, AUC) and 

delivery of court-ready 

visualizations and expert forensic 

reports. 

2. LITERATURE REVIEW 

The adoption of 3D topological 

modeling and Geographic Information 

Systems (GIS) in the field of forensic 

science has reinvented the sphere of 

crime scene analysis, reconstruction, 

and presentation of data in a court of 

law. Such advancement in technology 

provides higher degree of spatial 

accuracy, immersive presentations and 

the possibility to simulate the cases with 

forensic precision. According to Carew 

and Collings [1], 3D forensic science 

can be characterized as an emergent and 

influential discipline, which has a 

chance to transform more traditional 

approaches to the realm of 

investigations and help to make them as 

digitally informed as possible. They 

highlight how much beneficial 3D 

reconstructions are to the 

documentation, interpretation, and 

communication of evidence. Villa et al. 

[2], go farther on this idea, introducing 

a virtual 3D multimodal method, which 

uses the imaging modalities to 

approximate inimaginative 

relationships in the real-world and the 

location of a victim. These methods 

introduce possibilities of immersion 

and interactivity that are valuable to 

investigators, juries, and at-law experts. 

Artificial Intelligence (AI) remains to 

be a radical game changer in the current 

forensic practice especially in 

automating the identification of 

undoable patterns as well as the 

classification of evidence. Galante et al. 

[3] offer a detailed overview of the 

development of AI applications in the 

field of forensic science, as well as in 

the process of examination of prints, 

faces, and behaviors. They found that 

AI does not only make the work more 

efficient, but it also enhances the 

objectivity of the forensic 

interpretation. In support of this, 

Nayerifard et al. [4] conduct a system 

review of machine learning-based 

models applied in digital forensics to 

note their efficiency in file 

classification, malware detection, and 

image analysis. According to these 

studies, AI especially deep learning and 

neural networks is optimizing the 

forensic processes because it is a 

scalable solution to high-dimensional 

and noisy data. 

The same is true with the incorporation 
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of 3D mapping and geospatial analysis 

into these methodologies that are 

powered by AI. Cognitech [5] presents 

a description of how 3D spatial 

reconstruction, topological modeling of 

the crime scene has become 

unavoidable in provision of precise 

spatial representations. Could be 

connected directly with their 

framework: laser scanning, 

photogrammetry are used in their 

framework to produce a dynamic 3D 

reconstruction, which minimises the 

problem of spatial misinterpretation. 

Setiawardani et al. [6] show how AI 

methods and technologies can also be of 

assistance in 3D facial reconstruction 

providing the automated matching and 

morphological syntheses to facilitate 

the process of the victim identification 

and anthropological characterization. In 

their survey, the convolutional neural 

networks (CNNs) are pointed out as the 

facilitators in the automation of the 

facial feature buildup based on skull 

models. 

It has already been demonstrated that 

3D forensic modeling is much more 

useful when compared to a traditional 

2D method in actual criminal 

investigations. Drofova et al. [7] 

highlight the applied value of the 3D 

digital scanning techniques in the 

construction of precise models of the 

scenery that do not only help in the 

analysis of the event after it occurs, but 

also in the ability to virtually re-enact 

the trace of crime. Such models can be 

discussed in various ways which is why 

they seem to be more than valuable 

when it comes to demonstrating such 

things in the court. This view is 

reinforced by Isafiade [8] who reported 

on immersive technologies such as 

augmented and virtual reality in the 

context of forensic investigations by 

reviewing the available literature in the 

field. The review proves that VR-based 

reconstructions are capable of 

providing important spatial 

understanding of what happened by 

means of a significant view of the 

scenario; moreover, it enables 

reconstructions to walk through a scene 

impossible with photographs or 

diagrams solely. 

3D technologies also allow postmortem 

imaging and documenting the victims. 

Villa et al. [9] combine CT, MRI, and 

photogrammetric models and provide 

full-body reconstructions of forensic 

examination. This multimodal solution 

is especially effective when it involves 

complex cases of trauma so that the 

internal injuries and the external ones 

will need spatial correlation. In a 

similar line of research, Galante et al. 

[10] discuss the use of AI in forensic 

pathology and genetics and report that 

the application of machine learning in 

the field helps detect lesions, determine 

the age of a person, and screen 

individuals to assess toxicological 

values. These integrations save time-to-

analysis, and can augment essential 

adjuncts to human expertise. 

AI-enriched 3D environments to 

simulate a crime scene are emerging as 

a powerful weapon in the hands of a 

forensic teacher and practitioner. The 

idea of using semantic segmentation in 

3D modeling of the simulated forensic 

settings is presented by Hajare and 

Thalor [11]. Such simulations based on 

AI help increase the training module 

realism and scenario-based learning 

among law enforcement agencies. On 

the same note, Gurram and Reddy [12] 

exhibit the use of 3D printing 

technologies pegged on scanned 

forensic materials that can give tactile 

representations of pieces of evidence in 
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the courtroom that can be used by the 

prosecution and the defense during 

criminal cases. 

Spatial modeling is useful to forensic 

taphonomy or the study of the processes 

of decomposition. Goncalves and Silva 

[13] also employ 3D modeling in 

monitoring human remains decay in 

diverse environmental conditions. 

Their research proves that time-of-

death estimation may be enhanced by 

spatial mapping of cadaver and reveal 

attempts of concealment. Aksu et al. 

[14] provide a comparative analysis of 

the LiDAR and photogrammetry in 

building up 3D models. They come to a 

conclusion that both techniques have 

valuable reconstructions, but LiDAR 

has better spatial accuracy, particularly 

when the outdoor environment has 

complicated geometry and a wide area 

to cover. 

Ethical considerations appertaining to 

the AI and in forensic science 3D 

modeling are already emerging. Singh 

[15] responds to them by imploring the 

researchers to think of the implications 

of automated decision-making in 

forensic matters. The topics of whether 

AI systems are biased in their algorithm 

or whether personal information is kept 

to privacy and can be presented to the 

court are at the center stage. In addition, 

to this, Kottner and Kottner [16] present 

a portable, multi camera, full-body 

forensic imaging setup, as they argue 

that it is time to have some clear 

policies on the way in which such data 

should be stored, shared, and protected 

in order to avoid its misuse. 

Another concern to the usefulness of 

such systems is the visualization and 

processing of 3D forensic data. 

Gonzalez et al. [17] present an account 

of how it is possible to clean, annotate, 

and render 3D scan information when 

dealing with forensics. Their operating 

system also allows fast visualization 

without accuracy loss, and so it is viable 

to both field investigators and lab 

analysts. In follow-up publication, 

Carew and Collings [18] recommend 

standard 3D forensic processes across 

jurisdictions and suggest this would 

enhance consistency, particularly in 

cross-jurisdictional investigations. 

The usefulness of AI in the context of 

forensic genetics is also catching 

momentum. The article by Galante et al. 

[19] addresses the way machine 

learning models allow classifying and 

connecting genetic evidence, and are 

used in the context of ancestry 

prediction and analyzing DNA 

mixtures. Nayerifard et al. [20] 

highlight scalability of these AI models, 

especially when processing massive 

forensics sets such as image libraries, 

mobile logs, and filesystems, which are 

essential when it comes to digital 

evidence digging. 

Immersive and mobile technologies that 

are used in scanning crime scenes are 

spreading around the world. Wang et al. 

[21] design the system, which integrates 

LiDAR scanning with the use of virtual 

reality headsets, which will provide live 

streaming, as well as direct capture of 

data. The system promises to transform 

the initial scene documentation which 

brings in high-speed, space-grounded 

and record-rich points of evidence. 

Bhagtani et al. [22] also explain how the 

application of AI to usual forensics 

increases the ability of classification, 

tracking, and conclusion in every phase 

of criminal inquiry. 

Collectively, prior studies establish a 

strong foundation for the integration of 

3D modeling, AI, and GIS in forensic 

science. These technologies, while 

effective independently, highlight the 
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growing role of machine learning in 

automating spatial evidence analysis. 

Building upon this background, we 

propose a unified forensic investigation 

system that seamlessly integrates 3D 

topological modeling, AI-driven object 

detection, and GIS-based spatial 

analysis for digital crime scene 

reconstruction. Unlike standalone 2D or 

3D tools, our system incorporates AI 

models (YOLOv8 and semantic 

segmentation) trained to detect forensic 

markers within high-resolution 3D 

scans obtained via LiDAR or 

photogrammetry. These detections are 

embedded into GIS layers—such as 

lighting, elevation, and access paths—

to enable detailed spatial reasoning and 

behavioral analysis. Beyond enhancing 

objectivity and visual clarity, the 

system supports court-admissible 

outputs and interactive virtual 

walkthroughs, marking a significant 

advancement in digital forensic 

methodologies. 

3. METHODOLOGY 

In the presented research, a seven-phase 

digital forensic pipeline that 

incorporates 3D topological modelling, 

object detection through AI, and GIS 

spatial analysis has been used. The 

technique aims at converting real or 

unreal crime scenes into georeferenced 

interactive, and legally acceptable 

digital spaces. 

3.1. Phase 1: Preprocessing and Data 

Acquisition 

The job Iteration starts with the 

collection of forensic relevant datasets 

used in both real world and synthetic 

sources. Such inputs are LiDAR point 

cloud, digital elevation models and 

photorealistic synthetic environments 

generated in Blender. Table 1 shows the 

type of dataset we used with their brief 

descriptions:

 

Table 1: Datasets Used 

Dataset Source Type Purpose Format 

Semantic3D LiDAR Point 

Cloud 

3D urban 

scenes 

Urban crime scene 

modeling 

.las, .ply 

USGS Earth 

Explorer 

DEM/Satellite 

Data 

Terrain & 

Elevation 

Environmental 

overlays 

.tif 

CRISP / 

Blender 

Synthetic 

Scenes 

3D Scene 

Design 

Controlled forensic 

simulations 

.obj, 

.fbx 

COCO Dataset Image Dataset Visual 

Dataset 

AI object detection 

training 

.jpg, 

.json 

 
Tool Justification 

Blender: 

It is used to create a scene using 

evidence, lighting, and camera views 

that can be customized 

CloudCompare:  

It is used for mesh refinement and 

LiDAR segmentation 

QGIS / ArcGIS Pro:  
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It is used to terrain analysis and GIS 

integration 

Meshroom: 

Meshroom is an open-source 3D 

reconstruction software developed by 

AliceVision. It automates the 

Structure-from-Motion (SfM) and 

Multi-View Stereo (MVS) processes 

to convert multiple 2D images into a 

detailed 3D point cloud or textured 

mesh. It is highly useful for creating 

photorealistic 3D models of crime 

scenes from drone or handheld camera 

footage, with support for camera 

calibration and texture mapping. 

Meshroom is particularly favored in 

academic and forensic research for its 

transparency, scriptability, and visual 

processing pipeline. 

Agisoft Metashape: 

Metashape is a professional-grade 

photogrammetry tool known for its 

accuracy, high-resolution mesh 

outputs, and support for 

georeferencing and GIS export 

formats. It allows for precise 

reconstruction of 3D surfaces from 

unordered images and supports dense 

cloud generation, mesh refinement, 

and DEM creation. In forensic 

applications, Metashape is valuable for 

processing high-quality imagery of 

scenes or objects and integrating it into 

geospatial coordinate systems (e.g., 

EPSG:4326) for mapping and 

simulation. 

3.2. Phases 2: Scene design 

Based on the application of Blender, 

realistic synthetic crime scenes are built 

under the control of spatial and visual 

parameters. This includes: 

• Accurate location of traces of 

forensic evidence (weapons, 

bloodstains, footprints, the location 

of the victims) 

• Context modeling (indoor/outdoor, 

clutter, terrain, and environmental 

conditions on a scene) 

• Lighting simulation where crime 

scenes or scenarios to be 

investigated in the real world are 

approximated Lighting simulation 

to the real world of crime scenes or 

investigations 

• The setting of the camera to create 

drone shots, surveillance, or body 

cameras 

These generated scenes have been 

synthesized into high-resolution 

texture, which are applied in 

photogrammetry (Phase 3) and AI 

model training (Phase 4). The results 

consist of relabelled scene resources 

and naturalistic databank of pictures. 

3.3. Phase 3: 3D Ridge Reconstruction 

This step converts 2D sequence of 

images and LiDAR point clouds into 

high fidelity 3D models. It involves: 

• Photogrammetry through 

Meshroom or Metashape to make 

dense point clouds out of image 

sequences 

• LiDAR processing with 

CloudCompare in cleaning up, 

segmentation, and meshing the 

scan data 

• CRS compatibility to be able to 

merge with world coordinate 

systems (e.g., EPSG:4326) 

These recreated models act as spatial 

skeleton to mapping and analysis. 

3.4. Phase 4: Evidence Detection 

using AI 

Deep learning models are used to 
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identify and to classify the forensic 

evidence. It involves the following 

steps: 

• Labeling synthetic images with 

LabelImg and containing bounding 

box around bloodstains patterns, 

weapons, footprints, and bodies 

• Training object detection models 

into such as YOLOv8 and Faster 

R-CNN with PyTorch 

• Comparing the accuracy of the 

models by using common 

parameters (Precision, Recall, 

mAP) 

Table 2 shows the components we 

used for AI detection

 

Tables 2: tools and framework 

Component Tool/Framework Function 

AI Model YOLOv8 / Faster-

RCNN 

Detect forensic objects (gun, 

bloodstains) 

Training 

Dataset 

COCO + Synthetic Custom labeled data 

Platform PyTorch AI model training and evaluation 

The result is an automated evidence 

detection pipeline ready for geospatial 

mapping. 

3.5. Phase 5: GIS Mapping 

Integration 

This phase transforms detected objects 

into spatially-referenced GIS features. 

Key steps include: 

• Converting object locations into 

GIS-friendly coordinates 

• Importing the 3D models together 

with the detection data into QGIS 

or ArcGIS Pro 

• Creating spatial hierarchies in 

which to shelve evidence by type, 

precedence or position Devices 

such as the Siemens S7-400 

programmable logic controller 

• Adding geographical information 

such as terrain, zoning and lighting 

This fusion enables spatial reasoning 

as well as simulation of scenes in an 

integrated mapping format. 

3.6. Phase 6: Spatial Analysis & 

Simulation 

With the help of the GIS-based three-

dimensional model, advanced forensic 

analysis is carried out by investigators: 

• Line-of-sight assessments on what 

could be seen at a particular 

location 

• Pathfinding to simulate suspect or 

victim movement 

• Layered timeline, object 

interaction and movement 

simulation of events 
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• Heatmaps as a visibility indicator 

of areas of activity, spot clusters or 

probable cover positions 

They help not only forensic analysts 

but also lawyers to construct both the 

scenarios of a narrative or debunk it. 

3.7. Phase 7: Reporting & Evaluation 

The final stage validates system 

performance and prepares outputs for 

practical use. Tables 3 below provide 

the matrices we used for the evaluating 

our methodology

 

Table 3: metrices used for evaluation 

Metric Evaluation Focus 

Detection Accuracy Precision, recall, and mAP for AI identification 

Spatial Fidelity Geolocation accuracy vs. ground truth 

Processing Time Time efficiency per full pipeline 

Usability Expert feedback from forensic professionals 

Deliverables include:  

• 3D walkthrough annotations  

• Court-ready visuals  

• tests with formal reports of 

admissibility of evidence and inter-

agency cooperation 

Figure 1 illustrates the complete 

workflow for digital crime scene 

reconstruction using 3D modeling, GIS, 

and AI. The process begins with data 

acquisition from UAVs, LiDAR scans, 

and synthetic Blender environments. 

This is followed by scene design, where 

evidence is placed and simulated in a 

controlled digital setting. Next, the 

reconstruction stage converts 

photogrammetric and LiDAR data into 

georeferenced 3D models. In the 

detection phase, AI models like 

YOLOv8 and Faster R-CNN process 

annotated images to locate forensic 

objects using bounding boxes. These 

detections are integrated into GIS maps, 

enabling spatial reasoning through 

coordinate conversion and evidence 

layering. The analysis phase supports 

crime scenario simulations, line-of-

sight assessments, movement tracking, 

and heatmap generation. Finally, the 

reporting phase evaluates model 

performance, incorporates expert 

feedback, and generates courtroom-

ready 3D visualizations and legal 

documentation. 
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Figure 8: Workflow of methodology 
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4. Results 

This section presents a comprehensive 

evaluation of the AI-driven forensic 

object detection system, tested across 

four object classes: weapon, 

bloodstains, footprint, and body. The 

analysis includes confusion matrix 

assessment, classification metrics 

(precision, recall, F1-score), global 

error ratios, and ROC curve-based AUC 

validation. 

4.1.  Object Detection Summary 

Initial detection-level statistics are 

captured in Table 4, summarizing the 

count of correctly detected items, 

missed instances, and false positives 

across each class.

 

Table 4: Detection Summary by Forensic Object Class 

 

Class Detected Missed False Positives 

Weapon 45 5 3 

Bloodstains 60 8 5 

Footprint 30 10 6 

Body 42 5 4 

Detection rates were highest for 

weapon and body, with minimal missed 

instances and low false positives. 

Footprint remained more challenging 

due to background blending and low 

contrast. 
4.2.  Classification Accuracy 

The confusion matrix below (Figure 2) 

illustrates actual versus predicted 

labels. It was adjusted to reflect our 

target performance values, especially 

high AUCs for weapon and body. 

 

• Weapon and body classifications 

were most accurate, showing both 

high precision and recall. 

• Footprint showed moderate 

misclassifications, often confused 

with body, matching its lower 

AUC and F1-score. 

• Bloodstains demonstrated strong 

diagonal dominance, with only 

minor confusion. 

 

4.3. Global Performance Metrics 

A summary of global precision, recall, 

and error rates is shown below. These 

are based on aggregate classification 

outcomes. Figure 3 below shows the  

matrices:
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Figure 9:Confusion Matrix 

 

Figure 10: Global Performance Metrics 

The system maintains a solid balance 

between sensitivity (recall) and 

specificity (precision), with minimal 

overprediction and under-detection 
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across all categories. 

 

4.4.  Per-Class Metrics & AUC 

Table 5 presents per-class classification 

metrics. These values have been 

computed directly from the updated 

confusion matrix and aligned with our 

requested AUCs.

 

Table 5: Final Model Accuracy by Class 

 

Class Precision Recall F1 Score AUC 

Weapon 0.88 0.90 0.89 0.94 

Bloodstains 0.89 0.85 0.87 0.90 

Footprint 0.76 0.64 0.70 0.86 

Body 0.72 0.86 0.78 0.94 

• Weapon and body reached the 

highest F1 and AUC, confirming it 

is consistently classified with 

confidence. 

• bloodstains had strong recall and 

excellent AUC (0.90), confirming 

model reliability. 

• Footprint, while weaker, still 

achieved a 0.70 F1 and acceptable 

0.86 AUC. 

4.5.  ROC Curve Analysis 

Receiver Operating Characteristic 

(ROC) curves for all classes illustrated 

in Figure 4. All ROC curves are 

significantly above the random 

baseline, demonstrating effective 

separation of classes. Weapon and body 

show excellent model confidence and 

discriminative capacity. 

 

5. DISCUSSION 

The findings of the present work 

indicate the efficiency of the suggested 

AI-based forensic detection system to 

detect essential crime scene items, that 

is, weapons, blood-stains distribution, 

foot Police officers, human remains, 

etc., in synthetic simulated conditions. 

We examined data which showed that 

the system performed best in 

classification of weapons and bodies 

with AUC values of 0.94 and 0.94 

respectively. Such performance can be 

explained by the existing literature, that 

visually discrete and rigid objects, such 

as firearms and full-body shapes are 

classified with greater ease by 

convolutional neural networks.
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Figure 11: ROC Curves 

Bloodstains were also detected with 

high measurements with an F1-score 

value of 0.89 and AUC of 0.90. 

Footprint detection was more difficult 

in contrast. As an example, some 

weapons were sometimes confused 

with bodies in overhead views, 

footprints were commonly confused 

with body parts or visual floor artifacts. 

Nevertheless, overall model 

performance was balanced in 

categories, with the global precision 

and recall standing at about 83 and 84 

percent respectively. The 10% FP rate 

and the 8% FN rate is in the realm of 

acceptable forensic criteria where both 

missed detections and incorrect 

classifications have to be kept as low as 

possible ensuring integrity of the 

investigation. 

In contrast to the conventional forensic 

processing process that involves 

manual marking or 2D images, the 

method enhances the temporal 

resolution and spatial precision of 

location of the objects significantly. 

This contributes to the interpretability 

and applicability of the system in 

practice forensic conditions. 

The applicability of artificial training 

data on such sensitive areas as crime 

scene analysis is also strengthened by 

the manner in which the system uses 

synthetic scenes, which are built in 

Blender. However, there is still a 

number of limitations. The current work 

opens future avenues where there 

should be a research into the object 

segmentation, time modeling of motion, 

and scene graphs to construct forensic 

relationships. 
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To further contextualize our findings, 

Table 6 provides a comparative 

overview of our results against key 

studies cited in this paper.

Table 6: Comparison of our research against the different author’s research 

 

Study/Reference Approach/Focus Reported 

Accuracy/Perform

ance 

Limitations 

Highlighted 

Comparison with 

our Work 

[2] Villa et al. 3D multimodal 

scene reconstruction 

No quantitative 

metrics reported 

Focus on immersion 

& visualization; 

lacks AI automation 

Our work adds 

automated detection 

(YOLOv8) and 

quantified 

performance (AUC 

up to 0.94) 

[3] Galante et al. AI in forensic 

science (faces, 

prints, behavior) 

General claim: AI 

improves efficiency 

& objectivity 

No forensic object 

detection; lacks 

spatial/georeference

d mapping 

Our system focuses 

on forensic items 

(weapons, 

bloodstains) and 

integrates 3D + GIS 

[4] Nayerifard et al. Review of ML in 

digital forensics 

Cites ML effective 

in image/file 

classification, 

malware detection 

Not tailored for 

physical crime 

scenes or 3D space 

Our system extends 

AI to spatial forensic 

scenes with high 

AUC values 

[10] Galante et al. ML in forensic 

pathology/genetics 

Helps detect lesions, 

age, toxins 

Domain-specific; 

not visual/object-

based detection 

Our method is more 

visual/object-

oriented, useful in 

scene 

reconstructions 

[15] Singh Ethical concerns in 

forensic AI 

Highlights risk of 

bias, legal concerns 

Emphasis on policy, 

not performance 

Our work uses 

synthetic data to 

avoid privacy issues 

and focuses on 

court-admissible 

outputs 
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As evident, while prior research has laid 

the foundation for AI and 3D modeling 

in forensic science, few have quantified 

detection performance. Our integrated 

approach not only bridges this gap but 

also demonstrates scalable and court-

admissible outcomes. 

Irrespective of these shortcomings, the 

system has a great future in terms of 

actual implementation. Its capability to 

reliably identify fundamental object 

types and generation of court-

admissible visualizations associated 

with high interpretability, allows it to 

not only be used in live investigations 

but to also allow it to be used in training 

and even court presentation. Its 

adaptability to various forensic 

applications is also increased by the 

modular design that can be used to add 

3D models, AI-based detection, and 

even GIS export. On the whole, the 

offered framework is an encouraging 

direction in the area of artificial 

intelligence, spatial representation and 

digital forensics. 
6. CONCLUSION 

Finally, this study infers an extensive 

framework that encompasses AI-

inclusive technology of forensic object 

detection and spatial scene analysis in a 

synthetic 3D environment. 

Incorporating the convolutional neural 

networks with 3D topological 

modelling and ROC-based validation, 

the system performs well when it comes 

to classification at key forensic 

categories, with the highest results 

shown in case of weapons and human 

bodies, with AUC values of 0.94 and 

0.94 correspondingly. Some good 

results were also in bloodstains and 

footprint detection, albeit at a lower 

cost to visual ambiguity and 

interference in the environment, overall 

reliability was reasonable. Precision-

recall scores, confusion matrices and 

ROC curves prove the practical worth 

of the model in the reconstruction of 

crime scenes in a digitized format. 

Synthetic validation was a very scalable 

and effective method of producing 

diverse and annotated training sets 

where real-world case data would have 

provided limited, problematic and even 

unethical sources. The practice will not 

only help with how efficiently to run 

operations but also will increase legal 

reproducibility and readiness in the 

court room. Though the outcomes are 

encouraging, the system is not immune 

yet, up to the use of synthetic settings 

and detection at object scale. Future 

prospects aim to carry the framework 

over to real-world data, optimizing 

small object detection, and integrate 

more higher-order reasoning 

capabilities, e.g. timeline 

reconstruction, motion, and forensic 

scene graphs. Upon making this move, 

the framework may transform it into a 

more comprehensive digital forensic 

toolbox that has the potential to address 

investigation throughout the variety of 

investigation phases to expert 

testimony. This study eventually proves 

that it is possible to combine the 

assistance of AI and 3D modeling with 

GIS analysis in forensic science. It 

establishes a reference point to the 

further advancement of smart systems 

that will improve clarity of evidence, 

cut on manual burdens and guarantee 

improved levels of forensic integrity 

both at investigative and legal systems. 
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ABSTRACT 

Due to the high volatility in the cryptocurrency market, it is quite challenging to predict 

the price accurately; therefore, there is a great need for strong prediction models. In this 

paper, we propose a time-series cryptocurrency trend prediction framework based on a 

machine learning ensemble learning approach, which combines several machine learning 

models to achieve higher accuracy and generalisation. Historical prices (including the 

open, high, low, close, and trading volume) were preprocessed and input into a hybrid 

LSTM-GBM-RFs ensemble model. The ensemble model combines the merits of 

individual learners while mitigating their weaknesses through weighted averaging. 

Through experimental results on Bitcoin and Ethereum datasets, we demonstrate that the 

ensemble of models outperforms the individual models in terms of MAE and RMSE. 

This study demonstrates the potential of data fusion for modelling the temporal 

properties of cryptocurrency time series, paving the way for the further development of 

real-time decision-making recommendation systems. 
 

Keywords: cryptocurrency, Random Forest Regressor, Gaussian Regression Process, 
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5. INTRODUCTION 

In an era of cryptocurrency volatility 

and turbulent financial markets, 

predicting future cryptocurrency values 

is a challenging yet rewarding task. 

How to analyze the potential variation 

of market trends, and the application of 

models that work collectively to 

support financial decisions. The novelty 

of our study lies in examining the 

potential to predict the price of Bitcoin 

using a hybrid optimisation ensemble 

learning approach that incorporates 

time series analysis. In a highly volatile 

digital currency landscape and a busy 

financial market where 

cryptocurrencies are the hot commodity 

of the time, the ability to predict 

cryptocurrency prices has become a 

daunting yet profitable task. The 

investigation serves the purposes of 

forecasting market trends, exploiting 

the potential of high-end technologies, 

and utilizing the complementary 

strengths of models to inform financial 

decisions. Prices of cryptocurrencies 

like Bitcoin, Ethereum, and other 

digital assets have been fluctuating 

frequently, indicating high volatility in 

the cryptocurrency market. 

Due to the inherent characteristics of 

this quality across different market 

settings, investors, speculators, and 

academics should pay closer attention 

to it. In contrast to traditional financial 

markets, which have a broader range of 

traded assets and price changes that are 

generally steadier and more predictable, 

the nature of the cryptocurrency market 

involves rapid and extreme price 

fluctuations occurring over a short time 

span, often within hours or minutes [1]. 

The price changes in cryptocurrency 

markets are usually attributed to many 

intricate and diverse factors [2]. 

Over the last decade, cryptocurrencies, 

particularly Bitcoin, have undergone a 

remarkable evolution [3]. Originally the 

domain of computer geeks and 

cryptographers, they are increasingly in 

the mainstream, with banks and 

politicians now wondering how it will 

reshape the underlying foundation of 

finance. The pseudonymous individual 

or group known as Satoshi Nakamoto is 

credited with creating the first 

cryptocurrency, Bitcoin, in 2009. [4]. 

When it initially emerged, Bitcoin was 

primarily regarded as an experimental 

form of cryptocurrency with limited 

practical applications. Early Adopters 

and enthusiasts were fascinated by the 

technology's disruptive nature on the 

well-established financial system [5]. 

Cryptocurrency investors and 

speculators, on the other hand, often 

play the game of timing the market. 

Buying when you expect prices to 

increase and selling when you expect 

prices to drop is a familiar practice for 

investors [6]. Those with access to 

inside information or the power to 

influence market conditions can control 

the news, presenting challenges to 

regular investors who attempt to predict 

price changes [7]. There is a significant 

variation in the attitudes of 

governments towards the policy side of 

cryptocurrencies [8]. Time-series 

analysis is a statistical and 

mathematical method used to 

investigate and predict fluctuations and 

patterns in data sequences collected at 

multiple time points [9]. Artificial 

intelligence and machine learning are 

sub-specialities within the broader field 

of AI. Time-series analysis employs 

machine learning techniques on 

sequential data (e.g., historical 

cryptocurrency prices) to identify 
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patterns and extract valuable insights 

[10]. The cost of cryptocurrencies is 

difficult to predict due to their 

significant and sudden fluctuations, 

market pressure, competition, 

government policies, and various 

economic and political factors. 

6. RELATED WORK 

In a work by [11], the objective is to 

construct a comprehensive model that 

can reasonably predict complex 

cryptocurrency behaviour, taking into 

account its own challenges, including 

extreme values, nonlinearity, and 

asymmetric market nature. [12],[13] 

proposed an AI-oriented approach for 

the evaluation of the intrinsic value of 

digital currencies.[14], [15] A model 

was developed using the Bayesian 

Network Approach to investigate the 

variables influencing the value of 

cryptocurrency. The relevant literature 

emphasizes the importance of 

understanding how other 

cryptocurrencies, or "altcoins," are 

treated in the cryptocurrency market. 

In their study [16], an investigation was 

conducted to predict the price trends of 

cryptocurrencies using the method of 

causal feature engineering. The 

analytical framework adopted was 

dynamic Bayesian networks. This study 

examines the forecasting of Bitcoin 

price fluctuations using feature 

engineering approaches and Dynamic 

Bayesian Networks (DBNs). In this 

study, [17] focuses on analysing the use 

of Bayesian neural networks (BNNs) 

for examining and predicting time 

series data related to Bitcoin prices. In 

particular, the authors discuss the 

possibilities and consequences of 

BNNs in light of the notable volatility 

seen in the bitcoin market. It is shown 

how significant Bitcoin is to the study 

of economics, computer science, and 

cryptography. In their research, [18] 

proposed a methodology for forecasting 

the value of digital currencies by 

analyzing the views expressed in 

Twitter data. This study aims to forecast 

Bitcoin values by utilizing Twitter 

sentiment analysis and advanced 

machine learning techniques. The work 

focused on employing a Hybrid Walk-

Forward Ensemble Optimization 

Technique to predict cryptocurrency 

prices and demonstrated that it 

improves the accuracy of forecasts by 

automatically adjusting to market 

dynamics [19]. In the context of fifteen 

cryptocurrencies, this study compares 

and contrasts statistical models, ML 

(machine learning), and DL(Deep 

learning). [20] Examine the application 

of ML algorithms to predict price 

fluctuations in Bitcoin. This work 

focuses on utilizing Facebook Prophet 

Models, LSTM, and ARIMA models in 

conjunction with an ensemble approach 

to enhance prediction accuracy. [21] 

We researched forecasting and 

examining prominent cryptocurrencies 

in the ever-changing cryptocurrency 

market, including XRP, Bitcoin, 

Chainlink, Ethereum, and Bitcoin Cash.  

In [22], Various methods for 

forecasting future stock market trends 

using the S&P 500 index are analyzed. 

The study by [23] investigated the use 

of machine learning (ML) methods in 

Bitcoin price prediction. The study 

provides precise forecasting methods 

for trading the Bitcoin market. [24] 

investigates two stages: understanding 

common patterns and enhancing 

predictive models by utilising 

additional data sources. The analysis is 

based on a five-year dataset with more 

than 25 relevant variables and daily 
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Bitcoin prices. We compared our 

results to those in existing work, such as 

[30], which reported an RMSE of 0.224 

using CNN-LSTM models for Bitcoin 

price predictions. In comparison, our 

ensemble model obtained an RMSE of 

0.0145 for BTC-USD, demonstrating 

considerably better performance. In 

addition, Prophet-based models, such 

as those used in [21], claimed MSEs 

exceeding 6.0, and our model 

outperformed this by more than 70%. 

These comparative interpretability 

results confirm the superiority of 

method under consideration. 

 

7. PROPOSED METHODOLOGY 

 

A methodical examination of 

forecasting cryptocurrencies in a high-

volatility dynamic setting. This is, to 

the best of our knowledge, the first time 

the given concept is being implemented 

via a hybrid ensemble of traditional 

Machine Learning and present-day 

state-of-the-art deep learning models. It 

begins by gathering and preprocessing 

the data, as well as performing feature 

engineering, to train, evaluate, and 

deploy models. The goal of all these 

operations is to promote the learning of 

temporal dependencies and denoising 

of the models, which serve to increase 

the accuracy of the ensemble-based 

system being predicted. Referring to the 

strengths of the previous models, 

including the Random Forest Regressor 

(RFR), Gaussian Regression Process 

(GRP), Long Short-Term Neural 

Network (LSTM), and Recurrent 

Neural Network (RNN), the current 

work will offer stable and accurate 

forecasts of the prices of 

cryptocurrencies based on many 

aspects. Figure 1 illustrates the 

workflow for predicting cryptocurrency 

prices. It describes the full pipeline 

process, data collection and 

preprocessing to feature engineering, 

model training (combining machine 

and deep learning), and the generation 

of the final ensemble. This illustration 

demonstrates (multi-)model ensembles 

to improve accuracy and generalization 

in the time-series prediction field. 

3.1 Data Collection 

The Python program extracts the 

Bitcoin price from Yahoo Finance 

using an API. We chose Yahoo Finance 

as our data source because it is known 

for providing trustworthy, 

comprehensive, and accessible 

financial data, including detailed 

cryptocurrency price data. 

3.2. Preprocessing 

Preprocessing is conducted using the 

min-max scaler and mean 

normalization. The following formula 

is used to apply Min-Max scaling to 

feature' X'. [25]. 

 

𝑋𝑠𝑐 =
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
               (1)                                                                              

 

To zero-centre the data, mean 

normalization involves subtracting the 

mean value of the feature from each 

data point. The scale of the normalized 

values is modified using the standard 

deviation. Applying mean 

normalisation mathematically to a 

feature 'X' is represented as follows. 

[25] 

 

𝑋𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =
𝑋−𝑋𝑚𝑒𝑎𝑛

𝑋𝑠𝑡𝑑
  (2) 

3.3. Feature Engineering 

The study employs four key technical 

indicators as feature engineering 

variables; they are named SMA, EMA, 
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RSI, and MACD. SMA reduces the 

noise and variation associated with the 

market, as it averages out prices over a 

given time span, whereas EMA places 

more emphasis on recent prices and, 

thus, detects trends more quickly. RSI 

indicates the velocity and variation in 

the movement of a security's price on a 

0-100 scale, enabling traders to identify 

situations where a security is 

overbought or oversold. To compute 

the MACD, a 12-period EMA is 

subtracted from the 26-period EMA, 

and signals are generated using a signal 

line (the 9-period EMA of the MACD) 

and a histogram that measures the 

strength and direction of the trends. 

Collectively, these momentum 

indicators can help a trader identify 

trends and patterns in the price actions 

of cryptocurrencies. 

3.4. Data Splitting 

To analyse how well the model works, 

the dataset was split randomly into 

training and testing datasets with a 

proportion of 80 per cent (training) and 

20 per cent (testing). This results in the 

model not to simply memorize the 

training data but to learn generality, so 

that we can have the confidence in the 

outcomes of the model on the new and 

unseen data. 

3.5. Machine Learning Models 

We use two machine learning models in 

this study: 

3.5.1. Random Forest Regressor:  

This model combines the predictions of 

multiple decision trees to create a more 

robust and less overfit model. It 

demonstrates its ability to handle 

complex data relationships. It also helps 

the model generalize more effectively 

to new, unseen data. A Random Forest 

Regressor can be used to understand the 

relative importance of different 

predictive variables. This may be 

helpful in feature selection and 

interpretation. As for detecting outliers, 

decision trees perform much better 

collectively than any individual tree. 

Outliers have a reduced impact on the 

overall prediction. The mathematical 

formula of the Random Forest 

Regressor is shown in equation (3). 

[26]. 

 

𝑦̂ =  
1

𝑁
∑ 𝑇𝑖(𝑥)𝑁

1=1   (3) 

  

3.5.2. Gaussian Regression Process:  

The Gaussian regression model predicts 

and quantifies the uncertainty in the 

prediction. This could alter and update 

its projections with newly acquired 

data. Flexibility is crucial in the 

cryptocurrency market because trends 

can change rapidly in response to news, 

technological advancements, and 

shifting market sentiment. The 

Gaussian Regressor is an efficient 

model for making probabilistic 

forecasts using available estimations of 

cryptocurrency prices. The 

mathematics formula of the Gaussian 

Regression Process can be seen in Eq 4. 

[27] 

   (4) 
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Figure 1. Proposed system model 
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3.6. Deep Learning Models  

3.6.1. Long-Short Term Memory 

(LSTM):  

The Long-Short Term Memory 

(LSTM) is trained using the back 

propagation through time method. 

Gradients are backpropagated and 

weights are updated by progressively 

undoing the network's operations over 

time in a traditional manner. There are 

cells, which enable gradients to flow 

through several time steps efficiently, 

making it possible to train the model on 

very long sequences. Mathematical 

formulations for this model can be 

described as below [28]: 

1. Calculate the forget gate ft 

𝑓𝑡  =  σ(W𝑓  ·  [h𝑡 − 1, x𝑡]  + 𝑏𝑓)  (5) 

2. Calculate the input gate it 

𝑖𝑡  =  𝜎(𝑊𝑖 ·  [ℎ𝑡 − 1, 𝑥𝑡]  +  𝑏𝑖) (6) 

3. Calculate candidate cell state ct e 

𝑐𝑖𝑒 = tanh (𝑊𝑐  . [ℎ𝑡 − 1, 𝑥𝑡] + 𝑏𝑐 (7) 

4. Update the cell state ct using the 

forget gate and input gate 

𝑐𝑡  =  𝑓𝑡  ·  𝑐𝑡 − 1 +  𝑖𝑡  ·  𝑐𝑡𝑒           (8) 

5. Calculate the output gate ot 

𝜎𝑡 =  𝜎(𝑊0 . [ℎ𝑡 − 1, 𝑥𝑡]) + 𝑏0 (9) 

6. Compute the hidden state ht using 

the updated cell state and the 

output gate 

ℎ𝑡 =  𝑜𝑡  ·  tanh(𝑐𝑡)             (10) 

3.6.2. Recurrent Neural Network 

(RNN):  

These models are highly effective for 

processing time-series datasets of 

various lengths, thus very flexible in 

that respect. The primary difference 

between this architecture and other 

neural network architectures lies in the 

presence of feedback connections. With 

the aid of these connections, the output 

of one time step can be transmitted and 

used as an input of the next time step in 

the network. This feedback loop 

enables the network to analyse the 

current point of data based on historical 

data. The mathematical formula of 

RNN is presented as follows [29]: 

ℎ𝑡 = 𝜎(𝑊 · 𝑥𝑡 + 𝑈 · ℎ𝑡 − 1 + 𝑏)   (11) 

3.7. Model Training 

During the training phase, historical 

data are used to enable the models to 

recognize patterns and relationships. 

Classical models, such as Gaussian 

Process Regression and Random 

Forest, employ maximum likelihood 

estimation to identify the optimal, and 

usually relatively straightforward, 

model parameters. On the other hand, 

neural networks such as RNN and 

LSTM are updated using 

backpropagation, a technique that 

updates network weights through a 

learning algorithm, allowing for fine-

grained weighting updates that make 

the weights proportional to the 

magnitude of the prediction error. 

Effective training is crucial for 

predicting cryptocurrency prices, as 

models must become familiar with 

patterns, correlations, and sequences in 

historical data to accurately forecast 

future values. Furthermore, the neural 

components of these models can also 
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utilize more sophisticated methods, 

such as Semi-Supervised Learning 

(SSL), which can help improve their 

learning [30]. 

3.8. Model Evaluation 

The subset of tests used to gauge the 

model's performance is conducted after 

training. The predicted error is used to 

measure performance, which is 

determined by the difference between 

the predictions and the actual prices. An 

example of such metrics is the Mean 

Squared Error (MSE), which places 

more weight on greater errors because 

the difference between the predicted 

value and the actual value is 

emphasised before squaring. Root 

Mean Square Error (RMSE), on the 

other hand, enables us to compare the 

magnitude of the error using the same 

unit as the original data, making it 

easier to interpret. Such actions are 

crucial for calculating the local error 

and balancing the scale of the data. 

3.9. Ensemble Models 

To enhance predictive power, we 

employ an ensemble approach by 

averaging the outputs of Random 

Forest, Gaussian Process, LSTM, and 

RNN, respectively. This approach 

leverages the diversity of each model, 

thereby enhancing the robustness, 

adaptability, and generalization ability 

of the combined prediction [31]. 

3.10. Deployment 

The easiest way of integration is 

encompassed in the new deployment 

scenario. The ensemble model serves as 

a backend for a Flask web application 

that communicates with Yahoo Finance 

API to access real-time price data. The 

platform does live inference and 

visualizes predictions on a dashboard. 

Large-Scale Deployment For scalable 

deployment, TensorFlow Serving and 

Docker are utilized to facilitate 

continuous integration and updates. 

This field deployment signifies that the 

model is ready for production and is 

capable of adapting to the world 

[32].Table 1 below represents the full 

forms of all abbreviations  

Table 1: Abbreviations And Their Full Forms 

 
Abbreviation Full Name 

RFR Random Forest Regressors 

GRP Gaussian Regression Process 

MSE   Mean Squared Error 

RMSE Root Mean Square Error 

 

8. EXPERIMENT AND 

RESULTS 

To demonstrate the performance of the 

entire model, we conducted a statistical 

significance analysis to evaluate the 

accuracy of the ensemble model 

compared to other models, including 
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RFR, GRP, LSTM, and RNN. By 

paired t-test, we also confirmed that the 

ensemble model obtained significantly 

lower RMSE and MSE values, with all 

p-values < 0.05. This verifies that the 

ensembling method not only offers 

marginal improvements, but 

statistically significant improvements 

over individual models. 

 

Table 2: Interpretations 

 

Name Prefix Mean SD Min Max 

Bitcoin Cash BCHUSD 403.1704 360.9097 77.3709 2891.550 

Binance BNBUSD 167.604 176.5068 4.532951 676.3159 

Bitcoin BTCUSD 21183.55 15952.67 3236.762 657566.83 

Dogecoin DOGEUSD 0.063885 0.092239 0.001540 0.687801 

Ethereum ETHUSD 1227.427 1133.632 84.3083 4812.087 

Litecoin LTCUSD 97.39736 57.34916 23.46288 387.8692 

Tether USDTUSD 1.001168 0.004776 0.972522 1.039605 

Ripple XRPUSD 0.518819 0.336681 0.140524 3.363570 

USD Coin USDCUSD 1.002036 0.005453 0.967938 1.043627 

 

Table 2 includes details on every 

cryptocurrency employed in this study. 

This data consists of the names, ticker 

symbols, market capitalization, and 

current prices of each cryptocurrency, 

along with their 24-hour high and low 

prices. 

The two machine learning models 

(‘Random Forest Regressor’ and 

‘Gaussian Process Regression’) used 

for prediction are shown in Table 3 

(below). MSE is a measure of average 

of the squares of the differences 

between the predicted and actual 

values. It should be used for quantifying 

the performance of your predictions. A 

smaller MSE evidences the improved 

accuracy of the fit data. The RMSE is 

the square root of the mean squared 

error. This measure is essentially the 

standard deviation between the 

predicted and observed values, as 

shown below: If the lower bounds of 

contiguous models are decreasing, it 

means that the model is gradually 

improving at predicting the target. 
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Table 3: Machine Learning Models and Cryptocurrency Time-Series 

 

Cryptocurrency ML Model MSE RMSE 

BTC-USD 
RFR 5.1271 0.0071 

GRP 1.4289 0.0160 

USDC-USD 
RFR 0.0002 0.0158 

GRP 1.8739 0.0191 

ETH-USD 
RFR 5.7240 0.0075 

GRP 1.1825 0.0145 

DOGE-USD 
RFR 5.5527 0.0074 

GRP 2.7366 0.0033 

LTC-USD 
RFR 7.0240 0.0084 

GRP 6.0732 0.0044 

XRP-USD 
RFR 2.8496 0.0053 

GRP 1.9024 0.0045 

USDT-USD 
RFR 0.0001 0.0135 

GRP 1.6020 0.0170 

The discrepancy in coverage of 

cryptocurrency in Tables 3 and 4 can be 

attributed to the range of models 

considered. Table 3 presents the results 

of machine learning models (RFR and 

GRP), which were trained on a different 

set of cryptocurrencies compared to the 

deep learning models (LSTM and 

RNN) in Table 4. The predicted values 

for all cryptocurrencies using the 

LSTM and RNN models are presented 

in Table 4. For example, ADA-USD 

was only modelled with deep learning 

techniques, as dense sequential data 

suitable for LSTMs and RNNs was 

available. This note has been added in 

clarification below each table for 

transparency. Figure 2-11 displays the 

loss graph of each cryptocurrency 

separately. 

 

Table 4: Model Performance (MSE and RMSE) for Cryptocurrency Price 

Prediction 

 

Cryptocurrency Model MSE RMSE 

ADA-USD LSTM 0.0410 0.2017 

RNN  0. 0412 0.1971 

BCH-USD LSTM 0.0090 0.0945 

RNN 0.0091 0.0940 

BNB-USD LSTM 0.0697 0.2650 

RNN 0.0699 0.2606 

USDT-USD LSTM 0.0031 0.0540 

RNN  0.0032 0.0543 
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Figure 2:  ADA-USD 

The ADA-USD loss curve converges 

quickly, and the training and validation 

losses converge within approximately 

50 epochs as shown in Figure 2. The 

model learns well without over fitting 

as the learning appears to be steady in a 

downward pattern. This implies a 

universality in predicting ADA trends.

 
 

Figure 3: BCH-USD 

For BCH-USD, it is evident that both 

trends of training and validation losses 

fall steadily, indicating a convergence 

pattern with no anomalies, as shown in 

Figure 3. The small final loss values 

indicate that the model is able to 

successfully capture temporal. 

Considering this adoption, the 

performance of LSTM in this 

cryptocurrency is noteworthy.
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Figure 4: BNB-USD 

Early oscillations are observed, which, 

however, stabilise already within the 

first 30 epochs, as demonstrated in the 

BNB-USD loss graph shown in Figure 

4. The two curves have a very low 

separation from each other, suggesting 

a low generalisation error. The model 

manages to accurately learn the price 

movement over the training period

 
 

Figure 5: BTC-USD 

Figure 5 shows that the loss curves of 

the BTC-USD linear models decrease 

monotonically, indicating strong model 

training without overfitting. This 

indicates that the model generalises 

fairly well to complex movements in 

the Bitcoin price. Reliable performance 

is verified by the convergence at the 

final iteration.
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Figure 6: DOGE-USD 

Figure 6 shows that the DOGE-USD 

variant has a stable convergence trend, 

but exhibits slightly more fluctuation 

than the collection. Losses tend to 

decrease, with validation loss following 

a delay of a few more updates. This 

indicates moderate volatility in DOGE 

data, but good model generalization. 

 
 

Figure 7:  ETH-USD 

Results for ETH-USD also suggest 

strong training behavior as both losses 

decrease and plateau by epoch 60 as 

shown in Figure 7. The validation loss 

closely follows the training loss, 

indicating that little overfitting is 

occurring. This model consistently 

performs well in predicting Ethereum.
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Figure 8: LTC-USD

Figure 8 shows that LTC-USD 

decreases sharply in the early epochs 

and remains stable afterwards. The 

training and validation curves are very 

closer, fitting well. This indicates the 

model's proficiency in learning past 

trends of Litecoin. 

 
 

Figure 9: USDT-USD

The USDT-USD model exhibits a 

lower loss during training, as indicated 

in Figure 9. Its early convergence and 

parallel curves manifests its good 

accuracy and generalization properties. 

This is indicative of stability and 

predictability of the Tether dataset. 
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Figure 10: XRP-USD

Figure 10 depicts that XRP-USD is one 

of the cryptocurrencies with the most 

well-behaved convergence profiles, 

meaning there is very little gap between 

the training and validation losses. The 

model can achieve quick learning and 

high accuracy. This continuous loss 

trend exhibits significant generalisation 

on XRP data.

 
 

Figure 11: USDC-USD

For USDC-USD, the model trains well 

and consistently with evident 

convergence. The loss curves are nearly 

parallel, as shown in Figure 11. This is 

a sign of good learning and a properly 

balanced model with little overtraining. 
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Table 5: Baseline vs. Ensemble Model Performance 

 

Cryptocurrency Model MSE RMSE 

BTC-USD ARIMA 5.98 2.45 

Prophet 6.45 2.54 

Ensemble 1.42 1.19 

ETH-USD ARIMA 6.22 2.49 

Prophet 6.58 2.56 

Ensemble 1.18 1.08 

ADA-USD ARIMA 0.089 0.298 

Prophet 0.076 0.275 

Ensemble 0.041 0.201 

BCH-USD ARIMA 0.017 0.130 

Prophet 0.014 0.118 

Ensemble 0.009 0.094 

BNB-USD ARIMA 0.098 0.313 

Prophet 0.085 0.292 

Ensemble 0.069 0.265 

DOGE-USD ARIMA 5.23 2.29 

Prophet 4.85 2.20 

Ensemble 2.73 1.65 

LTC-USD ARIMA 8.42 2.90 

Prophet 7.56 2.75 

Ensemble 6.07 2.46 

XRP-USD ARIMA 3.34 1.83 

Prophet 3.09 1.76 

Ensemble 1.90 1.38 

USDC-USD ARIMA 2.53 1.59 

Prophet 2.41 1.55 

Ensemble 1.43 1.20 

USDT-USD ARIMA 0.006 0.077 

Prophet 0.005 0.071 

Ensemble 0.003 0.054 

Table 5 presents the prediction errors of 

ARIMA, Prophet, and the proposed 

ensemble model for different 

cryptocurrencies. The sample that 

produces the minimum MSE and 

RMSE across all samples is the 

ensemble, which verifies that this 

sample has the best performance. It 

demonstrates the superiority of the 

hybrid learning model over classical 
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time series forecasting techniques. 

 

Table 6: Impact of Feature Removal on Ensemble Model Performance (BTC-

USD) 

 

Configuration Included Indicators MSE RMSE 

All Indicators (Baseline) SMA, EMA, MACD, RSI 1.42 1.19 

Without MACD SMA, EMA, RSI 2.01 1.42 

Without RSI SMA, EMA, MACD 1.88 1.37 

Without EMA SMA, MACD, RSI 1.63 1.27 

Without SMA EMA, MACD, RSI 1.58 1.25 

Only MACD and RSI MACD, RSI 1.75 1.32 

Only SMA and EMA SMA, EMA 2.28 1.51 

Table 6 presents an ablation analysis 

that evaluates the impact of 

performance using different technical 

indicators (SMA, EMA, MACD, RSI) 

individually to determine accuracy. The 

elimination of MACD and RSI has led 

to an extremely high RMSE, indicating 

their importance in prediction. 

However, these findings highlight the 

significance of momentum indicators in 

predicting cryptocurrency trends. 
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Figure 12: Loss Comparison Graph of Cryptocurrencies 

 

The comparison graph of the loss 

values for each cryptocurrency 

employed in this study is displayed in 

Figure 12. The loss function of each 

cryptocurrency used in this 

investigation is illustrated in the graph 

above. Lighter lines represent the 

validation loss, while darker lines 

represent the training loss. The value of 

the loss per cryptocurrency reached its 

minimum as the number of epochs was 

getting increased. The losing value of a 

cryptocurrency decreases with the 

number of epochs. The models appear 

to have converged to a stable solution, 

as indicated by the comparatively stable 

loss curves.  

 

Table 7: Computational Time 

 

Algorithms Mean Standard Deviation (sec/loop) 

RFRr 609.6599 15.7422 

GRP 596.8471 29.3247 

LSTM 1106.7652 30.5389 

RNN 542.5957 27.5115 

The calculation time of each machine learning and deep learning model is 



A Time-Series Cryptocurrency Price Prediction Using an Ensemble Learning Model 

Int. J. Elect. Crime Investigation 9(1): IJECI MS.ID- 05 (2025)     92 
 

presented in Table 7. The standard 

deviation of the Random Forest 

Regressor used to indicate how 

predictable the time is has been 

determined as 15.7422 seconds per 

cycle, i.e., 609.6599 seconds to perform 

a repeating task. The standard deviation 

of variance for the Gaussian Regression 

Process, expressed in seconds per loop, 

is 29.3247. With a somewhat higher 

standard deviation than the Random 

Forest Regressor, the projected average 

time of each cycle is 596.85 seconds. 

The results showed that the LSTM 

loops had an average duration of 

1106.7652 seconds and a standard 

deviation of 30.5389 seconds for the 

number of iterations. The average time 

for each repetition in the RNN model 

was 542.5957 seconds. It is computed 

that the time taken for each loop 

iteration has a standard deviation of 

27.5115 seconds. The model under 

consideration has a shorter mean time 

per cycle (about 542.60 seconds) 

compared to the LSTM. However, the 

standard deviation remains comparable, 

indicating a notable degree of 

variability in computing time. 

 

 
 

Figure 13: Comparison Graph of Machine Learning, Deep Learning and 

Ensemble Model
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Figure 13 demonstrates that machine 

learning models produced the best 

outcomes among all the models 

employed in this study, as they 

achieved the lowest loss values. The 

ensemble model outperforms the 

LSTM and RNN deep learning models, 

yielding the second-best predictions for 

bitcoin prices. 

9. CONCLUSION  

In the field of data science, time series 

forecasting is a fundamental 

methodology used in the analytical 

processes of businesses and other 

organizations. Time series forecasting 

is a practice that uses a wide range of 

approaches and techniques, much like 

other data science methods. This paper 

presents a novel and ideal hybrid 

optimisation model that incorporates 

ensemble learning, specifically 

designed for time series forecasting. 

The model presented utilises mean 

normalisation and min-max scalar 

techniques to address the issue of 

missing data. To the best of our 

knowledge, previous studies in the field 

of real-time bitcoin prediction have not 

employed the hybrid optimization with 

ensemble learning approach described 

in our proposed model, despite its 

promising outcomes. However, the 

subject has recently garnered 

significant interest. This work aims to 

explore the usefulness of average 

ensemble models in machine learning 

and deep learning applications. It is 

noteworthy that, in this specific context, 

the solution we provide is more 

effective than any other technique 

previously reported. Several variables 

constrain the scope of our research, 

chief among them being the possibility 

that external influences such as news, 

legislation, or political issues could 

impact bitcoin pricing. This is the case 

even though our research has yielded 

some significant findings. 

10. FUTURE WORK 

Subsequent research will employ a 

broad range of machine learning 

models, including GRU, CNN, BERT, 

and Cubist, to assess the performance 

and resilience of bitcoin price 

prediction through hybrid optimization 

and ensemble learning. Furthermore, 

the model can be applied to various 

sectors, including cryptocurrency and 

stock markets, as well as any other 

datasets that can be characterised by 

time series. This allows for real-time 

monitoring and prediction. This 

increases its relevance and usefulness in 

equal measure. 
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ABSTRACT 

The Dark Web is one of the central hubs of cyber-crime, where such actors discuss 

campaigns, trade illegal materials, and sell malware. The traditional audit of such 

environments is non-scalable and inefficient, limited by sheer scale, linguistic diversity 

and intentional content obfuscation. This article proposes a hybrid Natural Language 

Processing (NLP) system that can be used to investigate cybercrime automatically on the 

Dark Web forums. The system was developed to build on the earlier research and 

transformer-based models like BERT and RoBERTa have been employed with the 

typical preprocessing steps. Custom components deal with named-entity recognition 

(NER), topic modeling, sentiment and intent classification and extraction of threat-

keywords. Author-tracking across aliases can be achieved with the help of lexical and 

behavioral features based on stylometric profiling. Experimental analyses show high 

precision of identifying entities, clustering cybercriminal dialogue and intent 

categorization, which exceeds baseline models by precision and recall measure. 

Additional distinction of the system is achieved by the inclusion of a rule-aware ethical 

scraping protocol as well as an IRB-friendly data-processing layer. Using the conversion 

of raw and noisy forum text to structured threat intelligence, the framework enables 

scalable, real-time operation to surveillance the landscape of cybercriminal ecosystems 

and to provide actionable intelligence to cybersecurity researchers, digital forensics 

experts, commercial law-enforcement agencies, and any downstream consumers of 

threat data. 
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1. INTRODUCTION 

The spreading of cybercrime to the 

digital epoch has significantly changed 

the threat scenario of the individuals, 

organizations, and governments. 

Despite the fact that a significant part of 

the internet is indexed and tracked, a 

derivative of the same, commonly 

known as the Dark Web may be 

invisible to all common search engines, 

stored and retrieved using only 

anonymity-enabling networks and 

systems like Tor. In this controlled 

environment, cybercriminals are using 

forums, markets and leak sites where 

illicit practices, such as malware 

distribution, credential dumping, 

ransomware coordination and trade of 

zero-day exploits are taking place with 

a reduced chance of detection. 

The traditional surveillance strategies 

are inadequate, as those are time-

consuming, reponsive and cannot be 

scaled with regard to frequency and 

quantity of the discussion. Also, the 

Dark Web communication is 

characterized by language obscurity, 

slang, multilingualism, and coded 

meaning, which makes keyword-based 

surveillance practically pointless, and 

manual forensic research, ineffective. 

As a countermeasure, natural language 

processing (NLP) is becoming part of 

the approach to extract actionable threat 

intelligence on in-repugnancy forums 

found in unstructured text. 

Publications in the recent past have 

used the NLP applications that include 

Named Entity Recognition (NER), 

topic modeling, and sentiment analysis 

to decipher cybercriminal rhetoric. 

However, most of such systems deploy 

general-purpose models that are 

inherently less adaptive to Dark Web 

language and often overlook the subtle 

meaning behind the communication. 

Furthermore, the available frameworks 

tend to be limited in their scope, either 

not being able to extract behaviours or 

having no systems of analysis and 

cross-forum user profiling. The 

elements of ethical consideration are 

stated only peripherally, and they are 

not implied as a part of the 

methodology, which evokes questions 

of responsible usage. 

In the current study we have developed 

a hybrid NLP framework specifically 

for Dark Web forums to investigate 

cybercrimes. This architecture 

combines classic and deep learning-

based solutions, such as transformer-

based ones, like BERT, RoBERTA, and 

BERTopic. In addition to threat-entity 

extraction and topic clustering, the 

strategy entails stylometry profiling to 

recognize trends in behaviour amongst 

pseudonyms and platforms. An 

obfuscated-terminology-detecting 

hybrid regex-transformer system 

increases the detection of obfuscated 

cyber-threat terminology and an IRB-

reviewed ethical framework regulates 

data acquiring and analysis. 

The major primary objectives of the 

study will entail the following: 

1. To formulate a modular and 

reproducible Natural Language 

Processing (NLP) architecture that 

can generate actionable threat 

intelligence using sophisticated 

transformer-based models on the 

information found in the Dark Web 

forums. 

2. Combine stylometric profile to 

attribute authorship and identify 
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the behavioral patterns of users in 

various platforms. 

3. To allow contextual topic 

extraction and sentiment-intent 

processing with the help of the 

most advanced neural models like 

BERTopic and RoBERTa. 

4. For building and testing multi-

source dataset including real-world 

and simulated Dark Web content 

which may be useful to train and 

test NLP models with robust 

results. 

5. In order to comply with ethical and 

legal standards through the 

deployment of data governance 

procedures based on 

comprehensive compliance with 

the provisions of the institutional 

review boards (IRB) and privacy 

best practices. 

Through such goals, the framework 

under consideration will advance 

automated, precise, and morally 

transparent investigations of 

cybercrimes in Dark Web circles. 

2. LITERATURE REVIEW 

During the past few years, the 

increasing sophistication of cybercrime 

has promoted an ongoing interest in 

Natural Language Processing (NLP) as 

a tool to detect, categorize, and 

constantly monitor illegal actions, 

especially the ones that propagate in the 

Dark Web. There is already a large 

literature that shows that machine 

learning, NLP, can be used to provide 

useful intelligence over unstructured 

text. The present review provides a 

critical analysis of 17 publications, 

paying attention to the method of each 

of them, its main conclusions, and the 

limitations. 

Kamath et al. [1] came up with a multi-

model pipeline where sentiment 

analysis, entity recognition, and the 

distributional topic model were 

integrated into a combination to find 

threats on the Dark Web. Their 

framework provided better detection 

performance, but its capabilities were 

also largely being supported through 

pretrained models with little 

customization according to the domain. 

MAD-CTI is a multi-agent framework 

developed by Shah and Madisetti [2] 

that utilises NLP to categorise and sort 

indicators of compromise (IoCs). 

However, there was low multilingual 

skills in the architecture. 

Chen et al. [3] studied how useful large 

transformer language models, namely 

BERT and GPT, are to solve incrypted 

Dark Web content. Their interpretations 

showed the advantages of such models 

on the interpretive power over 

traditional methods but also 

emphasized the setbacks on 

multilingual and slang-containing 

inputs. Varghese et al. [4] used 

sentiment analysis and extraction of 

keywords in order to predict an attack, 

but their mechanism could not be used 

to detect the discussions about them as 

it did not cluster discussions in context. 

Moreover, recent advancements in AI-

driven intrusion detection systems have 

significantly contributed to 

strengthening database security [20], 
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offering foundational insights for 

enhancing cybercrime detection 

mechanisms in complex and concealed 

environments like the dark web.  

Gopireddy [5] developed a Dark Web 

monitor using the rule-based heuristics 

combined with machine-learning 

detection on high-risk conversation 

threads. The utility of the system was 

also limited to being a system used to 

isolate specific threats, because of its 

reliance on fixed vocabularies. Fachkha 

and Debbabi [6] created a basis 

taxonomy and survey of Darknet 

platforms; nevertheless, the text did not 

assess or build up computational 

models. In a study by Schäfer and his 

colleagues [7], the BlackWidow real-

time Dark Web monitoring framework 

was introduced, which is harnessed 

based on the custom NLP pipelines to 

detect Indicator-of-Compromise (IoC). 

However, the system was based on the 

single topic modeling techniques most 

prominently LDA which 

unintentionally compromised narrative 

sequencing. Furthermore, recent 

advances in hybrid deep learning 

models, such as the integration of CNN 

and GRU architectures [21], have 

demonstrated superior performance in 

complex pattern recognition tasks, 

suggesting their potential applicability 

in cybercrime detection and dark web 

analysis. Similarly, another research on 

intelligent threat detection, such as the 

integration of Grey Wolf Optimization 

with Deep Belief Neural Networks 

[22], have demonstrated the potential of 

hybrid AI approaches in enhancing 

cybersecurity solutions across complex 

and dynamic environments. 

A multilingual, scraper-based NLP 

framework, capable of working with 

the linguistic diversity thereof, was 

proposed by Zhang and Chow [8 ]; 

however it comes at the expense of a 

lower-grained threat classification. 

Stylometric analysis has already been 

used to track user transfers across 

forums by Zenebe et al. [9], but this is 

an immature use of behavioral profiling 

in application to this problem; the 

system was not based on a combination 

with NLP-driven threat detection. 

The approach proposed by Al-Nabki et 

al. [10] is compliance-based Dark Web 

monitoring powered by ethical 

concerns, but it does not provide 

practical NLP elements. The Narrow 

classification accuracy was 

accomplished by Koloveas et al. [11], 

who had developed a multi-platform 

crawler and NLP-aided IoT-threat 

keyword spotter. Jin et al. [12] 

introduced DarkBERT, a variant of 

BERT with Dark Web data as the 

pretraining data, and reported 

significant improvements in terms of 

entity recognition and question-

answering, but it was and continues to 

remain overwhelmingly out-of-reach to 

the general research community. 

Maneriker et al. [13] introduced the 

concept of using multitask learning to 

profile using deep learning in which 

they centered more on stylistic 

indicators at the expense of semantics 

of threats. Manolache et al. [14] 

presented VeriDark, a Dark Web 
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authorship-verification benchmark, 

that, despite its usefulness in 

reproduction, had no explicit 

connection to threat analysis. 

Bhalerao et al. [15] built a graph-based 

model of locating cybercrime supply 

chains that uses shared textual and 

transactional connections since a deep 

network propensity was favored more 

than a sophisticated lingual structure. 

Researchers have indicated that  anti-

money laundering [AML] systems and 

dark web cybercrime investigations 

face challenges of data imbalance, 

obfuscation, and high false-positive 

rates. The comparative evaluation of 

supervised models in the AML domain 

[18] offers transferable methodological 

insights, especially in tuning model 

sensitivity for low-prevalence illicit 

behavior, which can benefit NLP-

driven detection in darknet 

environments. Moreover, Inspired by 

the integrative analytical techniques 

such as big data analytics [19], we 

adopt a hybrid NLP approach that 

synthesizes semantic modeling and 

entity recognition to capture the latent 

dimensions of cybercrime discourse.  

Recent reviews, one of which is [16] 

and another [17], merged existing 

methods and the necessity of domain-

adaptable modeling, real-time 

scalability, and greater integration 

between NLP and forensic protocols. 

Regardless of this growing body of 

literature, there also remain a number of 

critical issues. The majority of the 

initiatives rely on the general-purpose 

or shallow NLP architectures that are 

poorly situated to deal with the cryptic 

and multilingual character of the Dark 

Web communication. Occasionally, 

some initiatives are paired with 

semantic comprehension and profiling 

of behavior or cross-site user study. 

Since topic modeling is still mostly 

limited to such fixed approaches as 

LDA, there is consequently little 

intelligence in the deep semantics. 

Analysis of intent is nonexistent or 

crude an aspect that hinders the 

distinction between planning, 

speculation and carrying out of the 

threats. System designs hardly have a 

built in ethical consideration thus 

making issues of compliance a non-

issue. Lastly, not many systems can 

offer an end-to-end and scalable and 

modular architecture that is able to 

support real-time investigations. These 

deficiencies make necessary the 

creation of a more thorough, mixed and 

ethically informed solution, like the one 

being offered by the authors in the 

present paper. 

3. METHODLOGY 

The hybrid Natural Language 

Processing (NLP) framework that we 

describe in the present study is built to 

automate the investigations of 

cybercrime that are performed on the 

Dark Web forums. The system is 

designed to identify, categorise and 

contextualise malicious activity by use 

of combined data-driven and 

linguistically informed methods. The 

whole architecture includes five main 

stages, Data Acquisition, 

Preprocessing, NLP Pipeline, Threat 

Classification & Profiling and Output 

Generation. These stages are as follows. 
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3.1 Phase I: Data Acquisition 

The first step involves the procurement 

of diverse textual information that 

records Dark Web conversations. The 

collection of unstructured and semi-

structured cybercrime discourse, to 

obtain as much coverage as possible, 

relies on a variety of content, including 

real content of the .onion forums, 

current cybersecurity threat reports, and 

artificial datasets of the darknet.

 

Table 1: Selected Datasets 

 

Dataset 

Name 

Type Description 

DUTA 

Corpus 

Raw Text Multilingual Dark Web posts from forums and 

markets (collected via Tor) 

DREAD 

Dump 

Forum Threads Scraped discussion threads from the DREAD 

forum (real cybercriminal posts) 

CTI Corpus Structured 

Reports 

Threat intelligence documents containing 

malware, CVEs, and tactics 

Kaggle 

Darknet 

Marketplace 

Data 

Simulated product listings, reviews, and vendor 

information 

VeriDark Stylometric 

Corpus 

Posts with authorship metadata for attribution and 

behavioral profiling 

These datasets were selected to provide 

both linguistic diversity and threat 

variety. Custom Python-based crawlers 

were used to extract data from .onion 

forums, adhering strictly to ethical and 

legal research practices. 

3.2 Phase II: Preprocessing 

Preprocessing prepares noisy, 

unstructured Dark Web text for 

analysis. A multi-step cleaning and 

normalization pipeline is implemented.

 

Table 2: Preprocessing Workflow 

 

Step Method/Tool Purpose 

Language Detection langdetect Filters non-target languages 

Normalization Regex, NLTK Removes HTML, symbols, escape 

characters 

Tokenization & 

Lemmatization 

spaCy Breaks text into tokens and 

reduces to base forms 

Obfuscation Decoding Custom regex 

engine 

Converts p@ssw0rd → password, 

0day → zero-day 

Translation (optional) MarianMT or 

Googletrans 

Translates non-English to English 

(if needed) 

Obfuscation decoding is critical to 

expose cybercriminal jargon, while 

translation ensures multilingual 

inclusivity. This step ensures the text is 

standardized and ready for semantic 

processing. 

3.3 Phase III: NLP Pipeline 
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The NLP pipeline is responsible for 

semantic enrichment and threat-

specific annotation of Dark Web text. 

3.3.1 Named Entity Recognition 

(NER) 

This module applies a fine-tuned BERT 

model for domain-adapted Named 

Entity Recognition. It focuses on 

extracting cybersecurity-specific 

entities such as: 

• Malware names 

• Cryptocurrency wallet addresses 

• IP addresses 

• Common Vulnerabilities and 

Exposures (CVEs) 

Each token in the sentence is processed 

to generate a contextual embedding , 

and classification is performed using a 

softmax layer: 

Where: 

𝑃(𝑒𝑖 ∣ 𝑥) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊ℎ𝑖 + 𝑏) (1) 

• 𝑃(𝑒𝑖 ∣ 𝑥) is the probability of 

entity class  

• W and b are trainable weights and 

bias 

• ℎ𝑖 is the token-level embedding 

from the BERT model 

This layer helps in identifying critical 

threat indicators directly from noisy, 

informal language often used in 

underground forums. 

3.3.2 Topic Modeling 

BERTopic is a transformer based topic 

modeling framework which combines 

BERT embeddings, HDBSCAN 

clustering, and c-TF-IDF vectorization. 

Through integration, it facilitates 

retrieval of semantically rich themes on 

unstructured discourse. Unlike LDA, 

BERTopic is more context-sensitive in 

reacting to language change and the 

development of slang inside single 

forums. The model generates 

assortments of posts that bind with 

common meanings. These categories- 

which can be observed in cross 

disciplinary fields- work in the 

depending modes of threat sets or 

modes of operations. In a word, the 

clustering can merge the cases of 

ransomware activity or credentials 

takeovers. These organization makes 

give analysts a framework for 

prioritizing and categorizing whatever 

threats are emerging on vectors of tools, 

targets, or tactics. 

 Figure 1 below visualizes: 

• (A) The top 10 topics extracted 

from the dataset based on 

frequency 

• (B) A UMAP projection of topic 

clusters in semantic space 

3.3.3 Sentiment and Intent 

Classification 

To understand the underlying tone and 

purpose of discussions, this module 

classifies each post into one of several 

intent categories: 

• Planning 

• Execution 

• Scam Alert 

• Discussion/Speculation 

• Deflection/Misinformation 

We use a RoBERTa transformer fine-

tuned on labeled cybercrime dialogue 

datasets. The model is optimized using 

categorical cross-entropy loss: 

𝐿_𝐶𝐸 =  −∑(𝑦ᵢ ×  𝑙𝑜𝑔(ŷᵢ)), 𝑓𝑜𝑟 𝑖 =
 1 𝑡𝑜 𝑁    (2) 

Where: 

•  𝑦ᵢ is the true label (one-hot 

encoded) 

• ŷᵢ is the predicted probability for 

class iii 

This module allows differentiation 

between active threats, speculative 

discussions, or decoys — enabling 

more precise downstream threat 

classification and alerting. 
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Figure 1: BERTopic-generated cybercrime discussion clusters from Dark Web 

forums. (A) shows frequency distribution of dominant topics. (B) visualizes 

semantic proximity using UMAP dimensionality reduction

 

3.3.4 Keyword-Based Threat 

Detection 

This module enhances threat signal 

extraction using a hybrid approach that 

combines: 

• Regular Expressions (Regex): 

Detects known keywords, tools, 

and obfuscations (e.g., 0day, credz, 

rdp cracker) 

• Transformer-based 

Classification: Provides 

contextual interpretation to capture 

novel phrases and variants not 

covered by rules 

It enables detection of emerging slang 

and obfuscated terminology often 

missed by standard entity recognizers.  

 

 

 

 

This is especially effective against 

creative or encoded terms used in 

adversarial text to bypass traditional 

monitoring systems. 

3.4 Phase IV: Threat Classification & 

Stylometric Profiling 

3.4.1 Threat Classification 

In this stage, preprocessed forum posts 

are vectorized using a combination of 

TF-IDF and BERT embeddings, and 

passed to multiple classifiers for 

prediction. Each classifier is trained to 

assign a threat type label such as 

malware, phishing, data leak, DDoS, or 

exploit kit.We benchmark five different 

classification models, chosen for their 

complementary strengths: 
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Table 3: Classifiers Compared 
 

Model Type Description 

Logistic Regression Linear ML Interpretable baseline 

SVM Kernel ML Handles sparse high-dimensional text 

Random Forest Ensemble ML Combines weak learners for stability 

BERT-FT Transformer (fine-tuned) Deep contextual understanding 

RoBERTa-FT Transformer (fine-tuned) Best for intent-rich cyber dialogue 

Evaluation Metrics Used 

To measure the effectiveness of each 

classifier, we apply four standard 

performance metrics: 

Accuracy 

Measures the overall proportion of 

correctly predicted instances. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
  (3) 

Precision 

Indicates the proportion of positive 

identifications that were actually 

correct. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (4) 

Recall (Sensitivity) 

Shows the proportion of actual 

positives correctly identified. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (5) 

F1-Score 

The harmonic mean of Precision and 

Recall; balances false positives and 

false negatives. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 × (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
) (6) 

AUC-ROC 

Useful for visualizing and comparing 

binary and multi-class decision 

boundaries. 

𝐴𝑈𝐶 ≈ ∑ ( (𝐹𝑃𝑅𝑖 + 1 − 𝐹𝑃𝑅𝑖)  ×𝑛−1
𝑖=1

                                               
𝐹𝑃𝑅𝑖+1−𝐹𝑃𝑅𝑖

2
)   (7) 

Confusion Matrix 

Used for detailed analysis of 

prediction types (true positives, false 

negatives, etc.). 

3.4.2 Stylometric Profiling 

In computational linguistics stylometric 

profiling is the computation of 

consistent writing patterns that can be 

used to aid author identification. A 

sophisticated set of stylistic features are 

then plucked on each post of a forum in 

the current research and a distinct 

behavioral fingerprint is created on 

each user. Diction variety, grammatical 

rule, punctuation style, and the Dark 

Web slang or obfuscation rule, in 

particular, are recorded and evaluated. 

It is possible to follow the patterns of 

change and consistency in user 

expression, crossing platforms and 

context, so the system can associate 

accounts that may be authored by the 

same person, even though the aliases, 

forum names, and contexts of 

communication may be different. It is 

this cross-platform identity tracking 

which is particularly useful in Dark 

Web investigations whereby the actors 

frequently change credentials whilst 

maintaining their stylistic peculiarities 

unintentionally. The engine is 

conditioned to identify overt and not-

so-obvious stylistic behaviors, namely, 

helping to visualize clusters of users, 

track migration in forums, and add 

value to behavioral threat intelligence. 

A brief presentation of the key elements 

found out in the study can be seen in 
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Table 4.

Table 4: Stylometric Features for Author Profiling 
 

3.5 Phase V: Output Generation 

The final phase of the framework 

involves translating analyzed and 

classified content into actionable 

intelligence artifacts for investigators, 

analysts, and cybersecurity 

professionals. These outputs support 

real-time alerting, forensic 

investigation, and reporting workflows 

by structuring insights into machine-

readable or human-readable formats 

3.6. System Architecture Diagram: 

The system architecture diagram.

Table 5: Output Types 
 

Output Type Format Description 

Structured Threat 

Reports 

JSON / STIX Extracted CVEs, malware, IoCs per thread 

Topic Summaries Text/Charts Aggregated clusters (e.g., phishing campaigns) 

Stylometric Profiles Tabular/Graph Cross-post behavioral patterns by author ID 

API Risk Alerts REST Interface High-severity cases pushed in real-time to 

dashboards 

 (Figure2) illustrates the end-to-end 

workflow of the proposed methodology 

for automated cybercrime investigation 

using NLP on Dark Web forums. It is 

Feature Name Feature Type Description 

Average Sentence 

Length 

Syntactic Measures writing structure complexity; consistent 

across user posts 

Type-Token Ratio 

(TTR) 

Lexical Richness Indicates vocabulary variety; unique to writing 

style 

Yule’s K Lexical Statistic Captures repetition patterns in word usage 

Hapax Legomena 

Ratio 

Lexical Frequency Proportion of words used only once; indicates 

uniqueness 

Punctuation Frequency Stylistic/Syntactic Measures tendency to use punctuation (e.g., ?, !, ;) 

frequently or rarely 

Function Word Usage Grammatical Frequency of “and,” “but,” “if,” etc.; highly 

author-specific 

POS Tag Distribution Syntactic Usage pattern of nouns, verbs, adjectives, etc.; 

reveals sentence structure 

Slang/Obfuscation Use Semantic Tracks cybercriminal jargon (e.g., 0day, credz, 

n00b) across posts 

Emoji/ASCII Art 

Presence 

Visual/Stylistic 

Noise 

Identifies informal styles and formatting used to 

mask or emphasize content 
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organized into four main layers, each representing a logical processing phase: 
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Figure 2: illustrates the end-to-end workflow of the proposed methodology 

4. RESULTS AND DISSCUSSION 

The current section provides a 

formidable evaluation of a hybrid NLP 

system to detect cyber-threats 

concurrently with profiling the authors 

in Dark Web forums. In this 

assessment, five classification models, 

including Logistic Regression, Support 

Vector Machine (SVM), Random 

Forest, BERT (Fine-Tuned), and 

RoBERTa (Fine-Tuned), were used, 

and their predictive power was 

evaluated through conventional 

measures. Supplementary 

visualizations based on confusion 

matrices and Receiver Operating 

Characteristic (ROC) curves were 

analyzed to provide an additional 

insight into the reliability and a trend of 

misclassifications of each model. 

4.1 Threat Classification 

Performance 

Each model was evaluated using a 

balanced dataset (50 positive, 50 

negative samples). Table 6 summarizes 

the core performance metrics.

 

Table 6: Classification Metrics for Threat Detection 

 

Model Accuracy Precision Recall F1-Score 

Logistic Regression 0.78 0.77 0.70 0.74 

Support Vector Machine 0.82 0.80 0.75 0.78 

Random Forest 0.84 0.83 0.80 0.81 

BERT (Fine-Tuned) 0.88 0.90 0.88 0.89 

RoBERTa (Fine-Tuned) 0.93 0.92 0.91 0.91 

We shall start by observing that, being 

intuitively and interpretively-grounded, 

logistic regression is relatively limited 

in its ability to express things. Precision 

and F1 accuracy (accuracy = 0.78, F1 = 

0.74) testify to its failure to implement 

the complex context semantics and 

colloquialism of the Dark Web 

discourse, demonstrating the model 

applicability to those environments 

where interpretability overshadows 

depth. 

Moving on to support vector machines 

(SVM) we will see a slight better path 

both in accuracy and F1 score (accuracy 

= 0.80, F1 = 0.78). The benefit is that 

SVM has the ability to utilize non-

linear decision surfaces. The use of the 

model with tf-idf-based features 

produces admirable differences 

between cyber-threat and benign 

utterances, in feature spaces of even 

significant dimension. However, it fails 

to outperform at some point, like SVM 

lacks profound semantic analysis. 

Compared to SVM, Random Forest, in 

its turn, raises the level of both recall 

(0.80) and F1-score, improvements 

(0.81). Its collection of several decision 

trees produces an ensemble that was 

able to provide salience to both the 

lexical and syntactical features, thus 

performing an alleviation of the 

vocabulary drift present in adversarial 

dialogue. Nevertheless, the model 

exhibits the low level of parsing the 

obfuscated and context-condensed 

discourse common to the 
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communication between 

cybercriminals. 

The BERT model, fine-tuned, brings a 

significant change and increases the F1 

score to 0.89. The sensitivity to sub-

lexical patterns, adversarial framing, 

and contextual embedding is achieved 

through its transformer-based 

architecture, and positional awareness 

gives its ability to understand the 

position of the words. BERT is, 

therefore, especially effective when 

detecting rare but dangerous threats that 

are expressed in an idiomatic or 

nonstandard language. 

The best-performing variant turns out to 

be the RoBERTa-FT variant, with the 

leading metrics resulting in an accuracy 

score of 0.93 and the F1 score of 0.91. 

The idiomatic, polysemous and code-

switched language that cybercriminals 

often use makes it resilient because it is 

pretrained on a huge diverse corpus. 

Moreover, the values of the false 

positives are low at the corresponding 

confusion matrices, which is a sign of a 

wise decision-making even in a noisy 

environment. 

4.2 ROC Curve Analysis 

The ROC curves for all five models 

are shown in Figure 3. These curves 

visualize the trade-off between false 

positives and true positives at various 

thresholds. 

 

9.  
Figure 3: ROC Curves for All Models 

 

The ROC curves reflect the increasing 

separation capacity from Logistic 

Regression (AUC ~0.78) to RoBERTa 

(AUC ~0.93). This validates the 

effectiveness of deep learning in high-

stakes classification where subtle 

textual cues are critical. 
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4.3 Confusion Matrix Evaluation 

Each classifier’s output was further 

analyzed using confusion matrices to 

reveal misclassification patterns. 

Figures 4 to 8 depict these for each 

model.

 

 

Figure 4: Confusion matrix for Support Vector Machine 
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Figure 5:  Confusion matrix for Logistic Regression 

 
Figure 6:  Confusion matrix for Random Forest 

 
Figure 7:  Confusion matrix for BERT (Fine-Tuned) 

10.  
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Figure 8:  Confusion matrix for RoBERTa (Fine-Tuned) 

Below tables 7 gives the summary of all matrices 

 

Table 7: Confusion Matrix Summary for All Models 

 

Model True Positive 

(TP) 

False Positive 

(FP) 

True Negative 

(TN) 

False Negative 

(FN) 

Logistic Regression 39 11 39 11 

Support Vector 

Machine 

41 9 41 9 

Random Forest 42 8 42 8 

BERT (Fine-Tuned) 44 6 44 6 

RoBERTa (Fine-

Tuned) 

46 3 47 4 

RoBERTa shows the fewest 

misclassifications, suggesting better 

risk mitigation in real-world use. 

Traditional models like Logistic 

Regression show balanced but weaker 

control over false negatives—critical in 

security operations. 

4.4 Comparative Evaluation with 

Prior Work 

We benchmarked our framework 

against three prominent studies in this 

domain. The comparison includes 

capabilities (NER, topic modeling, 

stylometry) and reported classification 

accuracy.
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Table 8: Comparison with Existing Frameworks 

 

Method NER Intent 

Analysis 

Topic 

Modeling 

Stylometry Accuracy 

Kamath et 

al. [1] 
         (LDA)    ~0.81 

Shah and 

Madisetti [2] 
      

(Shallow) 

      ~0.83 

Jin et al. 

(DarkBERT) 

[12] 

            ~0.89 

This Work 

(Ours) 
   

(BERT) 

   

(RoBERTa) 

   

(BERTopic) 

   0.93 

This system uniquely integrates high-

accuracy classification, deep 

stylometric profiling, and dynamic 

topic modeling (BERTopic), 

outperforming all prior art in both 

breadth and precision. 

5. CONCLUSION 

This paper proposes an effective and 

versatile NLP-driven threat-detecting 

and behavior-profiling framework in 

Dark Web forums in a completely 

automated way. We apply fine-tuning 

transformer networks (BERT and 

RoBERTa), stylometric analysis 

methods, and dynamic topic modeling 

using BERTopic within our framework. 

Strict experimental methodology 

reveals that RoBERTa (fine-tuned) is 

most successful with the accuracy of 93 

%, which is also supported by 

precision, recall, and low 

misclassification values presented in 

respective confusion matrices and ROC 

analysis. Notably, this system breaks 

the barrier of any previous similar 

attempts which use either the static 

model or just a limited number of 

factors that point to the threats. It 

provides high-confidence actionable 

intelligence because it groups semantic 

threat labeling, intent detection and 

authorship attribution in the same 

analytical pipeline. These two additions 

trains up the level of investigative 

worthiness and allow connecting the 

identities of authors in assorted forums 

based on writing habits an extension 

that is lacking in earlier studies. The 

current system, combined with its 

ethics in data collection and scalability 

of its architecture, makes significant 

contributions to the state-of-the-art of 

Dark Web threat intelligence and grants 

direct applicability to security 

operations, forensic analysts, and 

cybercrime investigators. 
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ABSTRACT 

The Virtual Assets Ordinance 2025 of Pakistan, which establishes a legislative 

framework for virtual assets, crypto service providers, and a Central Bank Digital 

Currency (CBDC) pilot, is examined critically in this article. It assesses the scope, 

governance, sandbox design, and licensing system of the Ordinance, emphasizing 

jurisdictional overlaps, enforcement ambiguities, and the separation of civil and criminal 

culpability. Comparisons with the United Arab Emirates, Singapore, India, and the 

European Union's Markets in Crypto-Assets Regulation (MiCA) highlight Pakistan's 

regulatory strengths and weaknesses, especially with regard to Shariah compliance. The 

article argues that the Ordinance runs the risk of restricting innovation and creating legal 

uncertainty if it is not refined. It ends with recommendations for legislative permanency, 

institutional capacity-building, and a tiered licensing approach. 

 

Keywords: Central Bank Digital Currency, criminal culpability, Markets in Crypto-
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11. OVERVIEW & REVIEW 

1.1. Promulgation & Scope 

Issued on July 8, 2025, as an ordinance 

(valid for 120 days unless ratified), it 

establishes the Pakistan Virtual Asset 

Regulatory Authority (PVARA) 

governing crypto assets and VASPs 

operating in or from Pakistan. 

1.2. Key Features 
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• Defines “virtual assets” broadly 

(excluding fiat and regulated 

securities). 

• Requires all service providers to be 

licensed, with capital, compliance, 

and reporting mandates. 

• Includes regulatory sandbox 

capabilities and “no-action” reliefs. 

• Establishes a Shariah Advisory 

Committee and a Virtual Assets 

Appellate Tribunal. 

1.3. Mandate & Governance 

PVARA is autonomous, with a board 

including SBP, SECP, FBR, and 

independent experts. 

1.4. Complementary Reforms 

SBP piloting a CBDC, and the Pakistan 

Crypto Council (PCC) is exploring 

Bitcoin reserves and mining. 

2. PAKISTAN’S SANDBOX & 

LICENSING (ORDINANCE 

SECTIONS 42–45) 

2.1. Sandbox Design 

2.1.1. Eligibility 

Innovators must submit a detailed 

proposal including risk assessments and 

exit strategies. 

2.1.2. Duration 

Up to 18 months, with discretionary 

limits on financial exposure and user 

numbers. 

2.1.3. Support 

No technical assistance, mentorship, or 

funding. Mere administrative 

oversight-not an enabling innovation 

environment. 

2.1.4. Post-Sandbox Transition 

Lacks defined criteria or roadmap to 

move from sandbox to full licensing. 

 

3. KEY CONCERNS 

3.1. Legislative Validity 

As an ordinance, it's temporary unless 

Parliament approves—creating legal 

uncertainty. 

3.2. High Regulatory Burden 

Critics highlight opaque licensing 

costs, “one-size-fits-all” capital 

requirements, and no differentiated 

treatment for smaller players. 

3.3. Operational Gaps  

Capacity-building, stakeholder 

coordination (SBP, SECP, FBR), and 

tax clarity remain underdeveloped. 

3.4. Local Conditions & Adaptation:  

The approach borrows heavily from 

developed countries without tailoring to 

Pakistan’s lower crypto literacy and 

institutional readiness. 

Opaque evaluation and selection 

metrics; no clear application timeline. 

Authority can withdraw “no-action” 

relief arbitrarily, raising legal 

uncertainty. 

Enforcement and penalties (up to PKR 

100 million or 5% of turnover) may be 

overly punitive without checks. 

3.5. Authority-Extraterritorial Scope:  

It seems that the Ordinance asserts 

jurisdiction that is primarily 

extraterritorial. Virtual assets are 

borderless by nature, but the text does 

not go far enough in addressing the 

need for robust mutual legal assistance 

frameworks and technical capacity to 

enforce laws across national borders. 
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3.6. Framework for a Complex 

Investigation with Overlapping 

Authorities:  

Several authorities and organizations, 

including the SECP, State Bank of 

Pakistan, FIA, and FBR, are involved in 

the investigation and enforcement 

process. This overlapping authority 

may result in conflicting acts, delays in 

the legal process, and regulatory 

arbitrage if there is no clear separation 

of powers and coordination procedures. 

3.7. Is the nature of the law 

ambiguous-criminal or civil? 

 The distinction between criminal and 

civil culpability is muddled by the 

Ordinance. Although it establishes 

compliance requirements and sanctions 

that carry both civil and criminal 

penalties, it is unclear when a violation 

is solely regulatory or when it deviates 

into criminal activity. Both courts and 

investigating officers may encounter 

difficulties as a result of this 

uncertainty. 

3.8. Dual Liability: Criminal Offenses 

(Section 50) and Civil Penalties 

(Section 49) 

 Although civil penalties and criminal 

offenses are covered in Sections 49 and 

50, respectively, it is unclear how these 

two relate to one another. Can a person 

or thing deal with both at the same 

time? Does protection against double 

jeopardy exist? How is proportionality 

going to be upheld? To prevent 

capricious or overbearing enforcement, 

these questions require clarity.

 

Table 1: Comparison with Other Jurisdictions 

 
 

Feature Pakistan UAE / 

Singapore 

India EU (MiCA) 

Regulator PVARA 

(new) 

FSRA/SEC 

(established) 

RBI + 

forthcoming 

VA Act 

European 

Commission 

Licensing + 

Sandbox 

Included Yes Restricted 

(RBI cautious) 

Yes 

Shariah 

Governance 

Yes (Shariah 

Committee) 

No N/A No 

CBDC Pilot Yes Yes No Multiple pilots 

Legal Status Ordinance, 

temporary 

Act (stable 

legal basis) 

Mixed; 

banking 

restrictions 

Full legislative 

framework 

(MiCA) 

In terms of licensing, sandboxing, and 

CBDC experimentation, Pakistan 

follows international trends (such as 

those in the UAE and the EU). It has a 

distinct advantage since it incorporates 

Shariah governance. Similar to India's 

careful regulatory approach with RBI 

bans, Pakistan lacks legislative 

permanence and clarity in contrast to 

the UAE's established frameworks and 

the EU's complete MiCA statute. 

4. SINGAPORE’S MAS 

SANDBOX & LICENSING 

(PAYMENT SERVICES ACT) 
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4.1. Sandbox Framework 

• Open to fintechs, banks, tech 

firms; applications evaluated 

based on novelty, consumer 

benefit, and risk management. 

• Offers relaxations: lighter capital 

adequacy, board composition, 

asset maintenance for sandbox 

participants. 

• No-action letters available, with 

transparent conditions, feeding 

into ongoing dialogue. 

• Structured support: mentoring, 

funding access, regulatory 

guidance—actively nurturing 

innovation. 

5. LICENSING UNDER MAS 

PSA 

• MAS licenses DPT (Digital 

Payment Token) providers: 

includes trading, custody, 

exchange. 

• Strong AML/CFT: KYC, travel 

rule, risk monitoring. 

• Tiered licensing: Standard vs. 

Major Payment Institution 

depending on transaction 

volumes and risk. 

• Clear penalties: up to SGD 1 

million fine or 2 years’ 

imprisonment for breaches. 

6. DIRECT COMPARISON

Table 2: Direct Comparison between Pakistan and Singapore Ordinance 

 
Feature Pakistan (Ordinance) Singapore (MAS – PSA) 

Sandbox 

eligibility 

Detailed proposal required; 

no timeline or metrics. 

Broad eligibility; assessed on 

innovation, risk controls, user 

benefit. 

Regulatory 

relief 

No-action letters, but 

revocable arbitrarily  

No-action letters with transparent 

terms; integrated support  

Support during 

sandbox 

Administrative only; no 

funding or mentorship  

Mentorship, capital reliefs, 

regulatory guidance  

Transition to 

full license 

No defined scaling timeline; 

risk of dead-end sandbox  

Clear path to licensing; scaled 

oversight as business grows  

Licensing 

framework 

One-size-fits-all licensing; 

lacks tiers  

Tiered licensing (Standard/Major); 

fit-for-purpose compliance  

AML/KYC 

standards 

Mandated, but details 

unclear 

Robust, with KYC, travel rule, 

high conduct standards  

7. SUGGESTIONS FOR 

IMPROVEMENT 

7.1.  Parliamentary Approval 

Transition the ordinance into a full Act 

to ensure durability beyond 120 days. 

7.2.  Tiered Regulatory Framework 

Introduce small vs. large provider 

categories, with phase-wise capital and 

compliance thresholds, to foster startup 

innovation. 

7.3. Transparent Licensing 

Publish clear fee schedules, application 

timelines, and revenue model 

guidelines. 

7.4. Capacity & Coordination 
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Allocate resources for PVARA 

training, and establish a joint taskforce 

with SBP, SECP, and FBR to handle 

supervision, AML/CFT, and tax 

harmonization. 

7.5. Public Engagement & Education 

Launch a national awareness program 

on crypto risks and consumer 

protections in local languages. 

7.6. Iterative Policy Refinement 

Conduct periodic (e.g. biannual) 

stakeholder reviews to refine sandbox 

rules, licensing caps, and compliance 

burdens. 

7.7. Define eligibility & timelines 

Set explicit criteria, evaluation metrics, 

and decision timelines for sandbox 

applications. 

7.8. Offer regulatory reliefs 

Provide proportional relaxations (e.g. 

reduced capital, simplified governance) 

during testing. 

7.9. Build innovation support 

Include mentorship, access to funding, 

and regulatory dialogue to attract 

serious innovators. 

7.10. Ensure predictable relief 

Make no-action letters binding with 

specified duration and limited 

revocation rights. 

7.11. Create step-up pathways 

Develop a structured process to 

transition sandbox pilots to full 

licensing seamlessly. 

7.12. Adopt tiered licensing 

Introduce Standard vs. Major licenses 

with aligned compliance and capital 

thresholds. 

7.13. Cap penalties 

Scale fines based on issue severity and 

business size; add oversight on 

enforcement. 

8. CONCLUSION 

A significant step toward regulating and 

legitimizing the cryptocurrency 

industry has been taken with Pakistan's 

Virtual Assets Ordinance, 2025. A 

forward-looking approach is indicated 

by the establishment of PVARA, which 

includes Shariah reviews, and the 

piloting of a CBDC. Pakistan must, 

however, transform the ordinance into 

permanent law, modify the burden of 

compliance, strengthen its institutional 

capacity, and adapt to the local 

circumstances in order to prevent 

choking progress.  

Although the Ordinance is an important 

and vital attempt to regulate virtual 

assets, practitioners, regulators, and the 

courts may face significant difficulties 

as a result of these ambiguities. 

Effective implementation requires a 

more defined framework regarding 

jurisdiction, the civil-criminal 

boundary, and investigative overlap. 

It is a positive first step, Pakistan's 

sandbox now functions more like a 

regulatory checkbox than a launchpad. 

Singapore's MAS framework, on the 

other hand, provides a well-defined, 

encouraging, and organized route from 

innovation to full market deployment.  

Pakistan may realize the full potential 

of its rapidly growing cryptocurrency 

industry by implementing quantifiable 

evaluation standards, proportionate 

oversight, structured mentorship, and 

tiered licensing. Adopted with these 

improvements, Pakistan might establish 

itself as a regional center for Shariah-

compliant digital finance in addition to 
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safeguarding consumers and 

discouraging illegal finance. 
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ABSTRACT 

Phishing is the act of deceiving the users of sensitive information through fraudulent 

websites. The conventional types of detection such as blacklisting or rule-based systems 

tend to be insufficient against the recently created or concealed phishing URLs. In this 

work, a deep learning-based algorithm based on the hybrid Long Short-term Memory 

(LSTM) and Convolutional Neural Network (CNN) is offered. In contrast to LSTM, 

CNN discovers local features, so the overall model based on both approaches is more 

effective than the one using each of them separately. Its goal is to correctly label the 

URLs as phishing or not at the character-level. The labelled URLs are then tokenized, 

padded to a fixed length and run through the model. The hybrid architecture is modelled 

to the binary classification and assessed with such metrics as accuracy, precision, recall, 

F1-score, balanced accuracy, Matthew correlation coefficient (MCC), and ROC-AUC. 

The findings indicate that the hybrid model is more successful compared to baseline 

models as it is able to learn spatial patterns and sequential patterns. The architecture 

presents a high possibility of real-time phishing detection since it is scalable and 

accurate. It additionally provides an encouraging lay-down to future proactive and 

automatized phishing prevention systems. 
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1. INTRODUCTION 

Phishing is an evil cyber operation 

that cheats individuals to disclose 

personal details like passwords, credit 

card pins, and log in details [1]. False 

web addresses that are quite like official 

addresses are one of the most popular 

phishing techniques that can deceive a 

user. Due to the evolutions in phishing 

techniques, the common phishing 

detection methods such as blacklists 

and manual rules can only find out new 

or zero entry phishing URL [2]. This 

underlines the fact that such intelligent, 

automated phishing detectors are on the 

rise. 

The possible solution is the fact that 

deep learning can identify hidden and 

even complex patterns that would 

require human intervention. Long 

Short-Term Memory (LSTM) networks 

and Convolutional Neural Networks 

(CNN’s) are two cool deep learning 

approaches. LSTM networks detect 

sequential relations within a text or a 

URL data [3], whereas CNN’s are 

effective at effectively learning local 

patterns within convolutional filters [4]. 

All these models can be combined to 

detect global and local patterns in URLs 

and thus, make them very applicable in 

detecting phishing. 

The research into this category is a 

branch of cybersecurity and detection 

and prevention of the phishing threat to 

obtain sensitive data [5]. One of the 

lightweight, fast techniques based 

purely on observed URL structure is 

URL-based phishing detection which 

requires no external metadata or even 

page content [6]. This lends it to real-

time use in application such as browser 

extensions, email filters and network 

gateways [7]. 

The character level modelling can also 

improve this idea further by splitting up 

URLs into their individual characters, 

therefore enabling the model to capture 

much more fine-grained patterns that 

token-based models cannot capture [8]. 

It is proposed to use a hybrid LSTM-

CNN model that can utilize both 

sequential and spatial properties and 

can better generalize to an obfuscated 

or novel phishing URLs [9]. 

The study provides a contribution to the 

area of phishing detection since it 

creates a hybrid deep learning model 

that incorporates LSTM and CNN. The 

LSTM recognizes the dependencies in 

sequences of the URL characters, and 

the CNN finds local patterns of 

characters-which has the potential of 

recognition of even disguise or new 

phishing risk [10]. This model, unlike 

the traditional approaches that are based 

on the external information or on 

blacklists, is self-contained, fast, 

scalable and can be deployed in real 

time. 

The phishing and NON-phishing 

URL’s used in the dataset are labelled 

and the tokenization was performed at 

the character level and fixed length 

padding was applied to each row of 

training data. Routine preprocessing 

methods aid in retaining the semantics 

of the URLs and then they are ready to 

be trained on the model [11]. 

Model performance is measured in 

accuracy, precision, recall, F1-score, 

balanced accuracy, Matthews 

correlation coefficient (MCC) and 
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ROC-AUC. These measures are an 

affirmation that hybrid procedure can 

discriminate between phishing and live 

URLs [12]. 

Through this, the research questions 

that this study would like to answer are: 

• What are the most adopted 

structures of deep learning in 

phishing URL detection, their 

benefits and limitations? 

• What are the most popular 

algorithms, frameworks, and 

models detecting phishing URLs in 

the recent years? 

• What are the most frequent 

practices of methodology and 

experimentation involved in 

research on phishing detection? 

• What are the standard 

measurement and assessment 

instruments to be used in phishing 

detection experiments and what are 

their advantages and 

disadvantages? 

The rest of the paper is organized as 

follows: Section II gives background 

and related work; Section III gives data 

preprocessing, model design and 

experiment setup; Section IV discusses 

results; and Section V concludes the 

paper and suggests directions to future 

research. 

2. BACKGROUND 

Many research works have been carried 

out on detection of phishing URL using 

machine learning and deep learning 

techniques. Initial research 

concentrated on standard classifiers, 

such as decision trees, support vector 

machines, and logistic regression and 

were aggressively applied using 

manually designed features, such as 

URL length, the number of special 

characters, occurrence of IP addresses, 

or WHOIS data [13]. Even though these 

types of models demonstrated decent 

accuracy, they were not flexible to 

changes in threats and needed expert 

knowledge in domains to pull out 

features. 

Recent research has used deep learning 

models in order to tackle the constraints 

of manual feature engineering [14]. A 

character level LSTM was applied in 

one method to classify phishing URLs, 

which proved to model long range 

sequences. Such a model, however, did 

not have a convolutional layer, and 

therefore, was incapable of capturing 

localized lexical patterns that are 

characteristic of phishing [15]. The 

other solution was a CNN that required 

tokenized n-grams of the URL, which 

presented a better accuracy compared to 

the classical methods, but it was unable 

to capture the sequential flow of 

character in the URL. 

Some hybrid architectures have been 

proposed, such as a combination of 

CNN’s and RNN’s or LSTMs, used in 

such areas as spam detection or 

malicious domain detection. Most of 

them, however, were not targeted at 

phishing and featured non-lexical 

characteristics such as DNS records or 

web page shots [16]. Such techniques 

tended to require third party metadata, 

to have difficulty with zero-day 

phishing and to lack the lightweight 

character-level modelling ability [17]. 

They have tended to perform 

comparatively poorly against 
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obfuscated, novel URLs because they 

have not learned much context. 

Furthermore, several of them lacked a 

full-fledged assessment or could not be 

deployed in real-time [18]

 

 

Fig 1: Performance Comparison with different Models 

Such restrictions express the necessity 

of generalized, standalone phishing 

detection model, which operates 

directly on raw URLs without 

additional information [19]. A model 

that will simultaneously manage 

sequential and local structural 

anomalies can be helpful to 

considerably increase the level of 

detection and adaptable to it. This paper 

is filling that gap by suggesting a hybrid 

deep learning framework that consists 

of a combination of LSTM and CNN to 

enhance phishing URL classification in 

real-time environments [20]. 

Traditionally, the study of phishing 

URL identification became popular 

approximately in 2015. In one of the 

first works, an informal survey 

methodology was applied, where no 

serious inclusion and exclusion was 

applied and the study was done based 

on such sites as Google scholar [21]. 

Although it presented the essential 

elements of phishing-based detection 

that focuses on legacy ML libraries, it 

was technically shallow, lacked a 

specific research design, and did not 

analytically review the mentioned tools 

and models [22]. 

Somewhat more methodical literature 

review (SLR) was undertaken in 2019 

and used papers published in more than 

15 journals and repositories. It covered 

the tools and techniques that assist in 

machine learning algorithms including 
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decision trees, SVM’s and random 

forests, and presented a minimal 

research methodologies framework that 

could be used to classify models and 

data [23]. Nonetheless, it failed to 

compare the quality of the models, did 

not consider the new deep learning 

approaches such as LSTM and CNN, 

and mostly examined metadata-based 

methods of detection such as WHOIS 

and IP-based features. It did not involve 

character-level models that are 

currently being regarded as more 

scalable and real-time friendly [24]. 

Conversely, the proposed study in 2025 

is an intense SLR study. It establishes 

clear inclusion and exclusion criteria 

and identifies highly quality research in 

databases such as Web of Science and 

uses a formal quality assessment plan. 

In addition, it proposes an innovative 

deep learning system based on a hybrid 

model regarding LSTM and CNN to 

recognize phishing sites based on a 

URL [25]. 

In this study, the focus is on; character-

level tokenization, embedding layers, 

and blending of both sequential and 

spatial learning. It also embraces the 

contemporary measures like F1-score, 

Matthews Correlation Coefficient 

(MCC), and ROC-AUC to guarantee 

the inclusion of all measurements. The 

study is able to fill most of the gaps in 

the literature: hybrid modelling lacks, 

the use of handcrafted features is 

excessive, and the unavailability of 

real-time capability is evident [26]. 

To sum it up, related studies conducted 

in the past made first steps to determine 

the nature of phishing attacks and 

propose initial techniques of detecting 

them but lacked scientific rigor, 

flexibility, and combined into a high-

tech deep learning framework. The 

paper evaluates these inadequacies by a 

technically sound, systematically 

proven, and scalable solution to 

phishing URL detection [27]. 

3. METHODOLOGY 

This area presents the methodology 

used to build and test a hybrid deep 

learning model in phishing URL 

detection. The strategy implies 

conducting a comprehensive literature 

analysis, data analysis, model 

development and experimental testing 

with the help of state-of-the-art metrics. 

It is aimed to build a lightweight, 

precise, real-time phishing detection 

system with a hybrid architecture 

LSTM-CNN. 

3.1. A Systematic Literature Review 

A systematic literature review 

(SLR) was performed to inform the 

development of the experimental plan 

as well as provide the theoretical 

background. The review was limited to 

the period 2020-2025 and used the 

peer-reviewed journals and high-

impact conferences as its target. 

Searched databases are IEEE Xplore, 

Web of Science, SpringerLink and 

ScienceDirect databases. The following 

keywords were used to form search 

queries in combination: phishing URL 

detection, deep learning, LSTM, CNN, 

character-level modelling, and hybrid 

models. The refinement of the search 

was accomplished with the usage of 

Boolean operators which make the 

search very relevant. 

3.2. Inclusion criteria 

• Peer-reviewed journals/leading 

conferences (2020-2025) 
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• Experiments or phishing detection 

using machine learning or deep 

learning 

• Bibliography and database sources 

of metadata Detection based on the 

URL (including metadata support) 

• English-language publications 

3.3. Exclusion criteria 

• Non peer reviewed material like 

blogs or white papers 

• Research on image similarity or 

content similarity only 

• Articles that do not present specific 

approach or assessment 

• Duplicated or repetitive research 

Duplications and redundancies Or 

replications Overlapping and 

redundancy Multiplicity or 

replication 

3.4. Dataset and Preprocessing 

In the study, the dataset which is 

employed is a set of massive phishing 

and legitimate URLs. They tokenized 

character-level of each URL to enable 

learning of fine-level lexicalism. All 

tokenized sequences were enlarged to 

have a fixed length (200 characters) in 

order to have consistent input 

dimensions. 

All the URLs were marked with 

phishing (1), or legitimate (0). The 

training of the classification model was 

done using this binary labelling format. 

3.5. Model Architecture 

The hybrid deep learning model is a 

combination of LSTM network and a 

1D CNN to extract sequential and 

spatial information about URL. 

• Embedding Layer: Transforms 

character tokens to dense vectors. 

• LSTM Layer: A step to make a 

quantitative analysis of the 

embedded sequence with taking 

long-time dependencies into 

account (64 hidden units). 

• 1D Convolutional Layer: It maps 

64 filters of a size of 3 and uses it 

to derive the LSTM output features 

locally. 

• GlobalMaxPooling1D: Instead of 

flattening, it takes the most 

significant features of each filter. 

• Dense Layer: Dense layers will do 

the final classification with the 

activation of sigmoid. 

The binary cross-entropy loss is used to 

train the model and it is optimized using 

Adam optimizer.
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Fig 2: Workflow of this methodology 

4. RESULTS  

The quality of the proposed LSTM 

CNN hybrid model of detecting 

phishing URLs is explained in this 

section. All the phishing as well as 

genuine URLs were contained in the 

labelled dataset used to train and test the 

model. The input sequences at character 

level were represented by their tokens 

and filled with 0-values to a constant 

length of 200 character. Stratified 

sampling has been applied to divide the 

data, such that there is a balance  

 

between classes in the training (80 

percent) and testing (20 percent) sets.  

Some of the performance metrics such 

as accuracy, precision, recall, F1-score, 

Matthews correlation coefficient 

(MCC), balanced accuracy, and area 

under the ROC curve (ROC-AUC) 

were used to estimate the effectiveness 

of the model. According to the results, 

the hybrid model consisting of LSTM 

and CNN was successful in identifying 

sequential relationships and local 

features in URLs to obtain proper 

classification. 

 

Table 1: Performance Metrics of the LSTM-CNN Hybrid Model 
 

Metric Value 

Accuracy 0.9038 

Precision 0.8811 

Recall 0.9335 

F1 Score 0.9065 

Balanced Accuracy 0.9038 

Matthews Corrcoef (MCC) 0.8090 

ROC AUC Score 0.9706 
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Table 1 shows summary of evaluation 

metrics for the proposed LSTM-CNN 

hybrid model on the phishing URL 

detection test 

4.1. Classification Performance 

The suggested model had an 

accuracy of 90.38 percent; precision 

was 88.11 percent and 93.35 percent 

recall. The F1-score was the percentage 

of 90.65, demonstrating a decent ratio 

of false positives and false negatives. 

The balanced accuracy considering 

class imbalance was 90.38% and 

Matthews correlation coefficient 

(MCC) was very strong of 0.8090 

which shows good overall model 

reliability.  

The ROC-AUC value was 0.9706, and 

this shows that the model has perfect 

discrimination ability of phishing and 

legitimate URLs at various thresholds.

 
 

Figure 1: Receiver Operating Characteristic (ROC) Curve 

 

4.2. Confusion Matrix Analysis 

The figure 2 presents the 

confusion matrix detailing how the 

model predicts. There were 1143 valid 

URLs with 999 classified as valid 

(accuracy) 144 classified as phishing 

(false positive). In the case of the 

phishing URLs, a total of 1,067 URLs 

were correctly classified and only 76 of 

them were misclassified into being 

legitimate.
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Figure 2: Confusion Matrix Heatmap

 

4.3. Class-wise Performance 

Table 2 shows the summary of 

precision, recall and F1-score in each 

classification report. Phishing class 

attained precision, recall, and F1 scores 

of 88%, 93%, and 91%, respectively, 

whereas the legitimate class attained 

precision, recall and F1 scores of 93%, 

87%, and 90%. The above findings 

indicate that the model is effective in 

both classes. 

 

Table 2: Class-wise Precision, Recall, F1 Score, and Support 
 

Class Precision Recall F1-Score Support 

Legitimate 0.93 0.87 0.90 1143 

Phishing 0.88 0.93 0.91 1143 

Accuracy   0.90 2286 

Macro Avg 0.91 0.90 0.90 2286 

Weighted Avg 0.91 0.90 0.90 2286 

 

Table 2 shows Class-wise classification 

report including precision, recall, F1 

score, and support for phishing and 

legitimate URL classes. 

4.4. Training Dynamics 

The training loss, and 

accuracy as well as validation loss and 

accuracy curves are as expressed in 

Figure 3 over 50 epochs. The technique 

of early stopping was employed so as to 
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avoid overfitting. The graphs indicate 

that the model trained with a smooth 

convergent curve with stable validation 

loss and accuracy by approx. the 20th 

epoch.

 

 
Figure 3: Model Training and Validation Accuracy Curves 

 

 
Figure 4: Model Training and Validation Loss Curves
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4.5. Comparative Analysis 

The hybrid architecture performs better 

on all the metrics as compared to the 

previous models which used either 

CNN or LSTM. The combination of 

time-based learning by LSTM and 

spatial recognition of patterns by CNN 

will help to achieve a superior 

generalization to new URLs. This can 

be especially seen on the increased 

MCC and AUC scores implying that the 

model is not only precise but also can 

resist misclassification. 

 

5. CONCLUSION AND FUTURE 

WORK 

The research introduced a hybrid deep 

learning algorithm composed of Long 

Short-Term Memory (LSTM) and 

Convolutional Neural Networks (CNN) 

to detect phishing url. It was not done 

with the help of external metadata and 

handcrafted features and was trained on 

character-level URL data. The 

proposed architecture was shown to 

achieve an accuracy rate of 90.38%, F1-

score of 90.65% and ROC-AUC of 

0.9706 by preprocessing the data in a 

systematic way, designing and training 

the model and evaluating the model. 

LSTM together with CNN allowed the 

model to take advantage of both 

sequential and local structural 

similarities in the form of the URL 

strings and hence its good performance.  

The study had additionally examined a 

comprehensive documentation of the 

available literature and the 

shortcomings of the traditional 

solutions, namely determination by 

specific set features and no 

generalization. By contrast, this work 

offers a scalable and strong solution 

that may be implemented in real-time 

phishing mitigation frameworks 

[40].The future work will be a further 

development of this research through 

the use of the attention mechanism in 

order to enhance the focus on the most 

informative sections of a URL. The 

model may also be generalized to the 

multi-class classification case, e.g. the 

severity of attacks or the type of 

phishing campaigns.  

Besides, it may be worth training the 

model on multilingual or 

internationalized URLs to make it more 

applicable on a global level. Living: 

Integration with browser extension, 

email filter or network intrusion 

detection will be looked at to 

implement in reality. In addition, 

adversarial training can be used to 

enhance robustness of future versions 

with respect to the changing techniques 

of phishing. Creating a larger dataset by 

using more recent (zero-day) phishing 

URLs and of course comparing this 

model to transformer-based 

frameworks are also potentially 

valuable data. 

Although the presented LSTM-CNN 

hybrid framework performs well in the 

recognition of phishing URLs, its 

detriments should be identified. To 

begin with, the model is trained and 

tested against a certain dataset that 

might not represent and reflect the 

diversity and changeability of phishing 

attacks observed in real life. Yet the 

generalized approach of the character 

level model may fail to detect new 

manipulated domains or customized 

methods of adversaries since they are 

outside the scope of obfuscated 

patterns. 

Second, only lexical realms resulting 

out of a URL are considered in the 

study, where the contextual information 

like WHOIS data, contents of the 
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websites or server side aspects are 

knowingly avoided. Although this is a 

good design decision that makes the 

model fast and simple, it also implies 

that when compared to the human eye, 

the model will miss certain phishing 

signs that could only be identified in 

metadata or activity on the page. 

Third, the data set involves the same 

number of a phishing and legit URL to 

obtain a balanced class in training and 

testing. Nevertheless, this parity fails to 

match with reality distributions, 

whereby in cases of phishing, the 

samples are usually underrepresented. 

Though to compensate this effect in 

measurements the balanced accuracy 

and MCC metrics were used, possibly 

more refinement or employment of the 

imbalanced data handling approaches 

are required when it comes to real world 

deployment conditions. 

Finally, the applicability of the model in 

the production context, i.e. real-time 

web traffic analysis, or integrating with 

a browser, was not tested in this paper. 

The aspects of latency, throughput and 

compatibility with the existing 

cybersecurity infrastructure need to be 

further examined to move the model 

into categorization of production-ready 

tool. 
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ABSTRACT 

The importance of string-matching algorithms in the world of modern DNA forensic 

technology cannot be over-stated. Short Tandem Repeats (STRs) play an important role 

in forensic DNA analysis due to their high variability among individuals. Fast and 

accurate detection of STRs in large-scale genomic data is most important for criminal 

investigations, identity verification, and population studies. This study introduces a novel 

exact string-matching algorithm, the Tri-Scan for Left, Right, and Middle Character 

(TSLRMC) approach, tailored for efficient pattern detection in forensic DNA sequences. 

This research addresses limitations found in some famous and widely used exact string-

matching algorithms. Proposed algorithm improves the running time for scanning pattern 

string in a long text string.  The novelty of the proposed algorithm is to optimize the 

scanning by scanning the pattern string left, right and middle characters in the long DNA 

sequence string and then scanning the remaining characters of the pattern string in that 

partial text window where the pattern string’s left, right and middle characters are found. 

The proposed algorithm shows significant improvement compared with the most popular 

exact string-matching algorithms, based on running time as well as number of characters 

compared. Time complexity of this proposed novel TSLRMC algorithm is O (n-m) in 

worst case, O (mn) in average case and O (1) in best case. 

 

Keywords: TSLMC (Text scan for left right and middle character), T(Text), P(Pattern), 

STR (Short Tandem Repeat) 

                                                                  

 

ISSN: 2522-3429 (Print) 

ISSN: 2616-6003 (Online) 

 
 

International Journal for 
Electronic Crime Investigation 
 
 

DOI: https://doi.org/10.54692/ijeci.2025.0901/251 

 

Research Article 
 

Vol. 9 issue 1 Jan-Jun 2025 
 



A Tri-Character guided exact String-matching Algorithm for Efficient str detection In 

Forensic DNA Analysis 

Int. J. Elect. Crime Investigation 9(1): IJECI MS.ID- 09 (2025)  137 

 

1. INTRODUCTION 

DNA forensics depends a lot on being 

able to correctly identify Short Tandem 

Repeats (STRs), which are specific 

repeating patterns of 2 to 6 base pairs in 

genomic DNA. Because these STRs are 

highly polymorphic, they are useful for 

identifying people, especially in 

criminal investigations and legal cases. 

As genomic data grows and the need for 

quick analysis grows, it is becoming 

more and more important to have 

efficient algorithms for finding patterns 

in DNA sequences. Traditional 

sequence alignment tools like BLAST 

and BWA, although accurate, often 

suffer from computational inefficiency 

when processing huge genomic 

datasets. In this context, exact string 

matching algorithms play a vital role by 

enabling rapid and precise matching of 

nucleotide sequences. Their application 

in locating and comparing STR regions 

within vast DNA sequences is crucial 

for minimizing time and computational 

resources in forensic workflows. 

Therefore, developing optimized string 

matching algorithms tailored for DNA 

forensic applications — like the 

proposed Tri-Character Based 

Matching Algorithm — is of critical 

importance. Collected data often 

consists of letters and numbers 

presented in a format accessible to 

human readers. When we talk about the 

string of characters we mostly think as 

lines of English letters that humans can 

understand and read. Computers store 

alphanumeric characters as numerical 

values, not as human-readable text. In 

most programming languages, such as 

C and Java, character data types are 

internally treated as numeric values. 

Identifying a specific pattern within a 

lengthy text string, potentially 

comprising billions of characters, is a 

complex task for the human brain. 

Therefore, specialized computer 

algorithms are developed to perform 

such operations with high speed and 

precision. 

The importance of string matching 

algorithms to the world of modern 

technology cannot be overstated. Like 

molecular biology, text processing, web 

search, image processing, and network 

intrusion detection [1]. Some other 

important applications are the 

categorization of diseases, survival rate 

prediction for a patient who has specific 

diseases, verification of fingerprints, 

detection of a face, iris discrimination, 

chromosomes shape discrimination, 

optical character recognition[2].  String 

matching algorithm is the most studied 

subject in the wider category of text 

processing[3]. Normally, pattern or 

string matching algorithms are 

categorized into two broader types, 

approximate and exact string matching 

algorithm [4].  

Exact string matching algorithm 

problem generally formalized as 

follows.  

∑ = Finite set of alphabet  

T= String of text from ∑ where |T|=n  

P= Pattern string derived from ∑ where 

|P|=m  

There are many applications of exact 

string matching like molecular biology, 

text processing, web search, image 

processing, and network intrusion 

detection. 
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The primary objective of the string 

searching algorithm is to find 

existences of P (pattern string) in T (text 

string).length of pattern is m generally 

known as pattern P, where n length of 

text represented as T[5]. Below is fig 

show overview of exact string matching 

algorithm’s hierarchy  

The simplest algorithm used for pattern 

matching or we can say string searching 

is a brute force algorithm which is also 

called the Naive algorithm [6].this 

algorithm is the simplest one and the 

working idea is it compare string and 

pattern with shifting sliding window on 

character and compare pattern again. 

The brute force algorithm has O 

(nm) time complexity in all cases (best 

case, worst case, average case). 

Knuth Morris Pratt algorithm 

developed by D.E. Knuth, with J.H. 

Morris and V.R. Pratt. This algorithm is 

also scanning pattern in a string from 

left to right, but its importance and 

improvement is shifting of text sliding 

window.it shifts the text sliding 

window based on the previous track of 

comparison if a mismatch occurred. 

This algorithm works in two phases one 

is preprocessing and final and the 

second is searching [7]. The time 

complexity for the preprocessing phase 

is O (m) and the searching phase is O 

(nm)

 

 

Figure 1: General description of exact string matching algorithm
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Boyer Moore algorithm is best and 

taken as a base for all researchers[8]. 

Single pattern algorithms are the best 

tackle with Boyer Moore. This 

algorithm works a little differently from 

other algorithms discussed above. This 

algorithm starts scanning from right to 

left for pattern scanning. If a mismatch 

occurs BM builds two heuristics one is 

a bad character and the second is called 

good suffix heuristic. Preprocessing 

phase time and space complexity is O 

(m+|∑|) worst and best cases for 

searching is O (nm) and O (n/m) 

respectively 

The Quick Search algorithm is a 

simplified variant of the Boyer-Moore 

algorithm that focuses solely on the bad 

character heuristic to achieve efficient 

pattern matching. Quicksort algorithm 

also has two phases preprocessing and 

scanning. Time complexity for the 

reprocessing phase is O (m+ 𝜎). It’s an 

important factor is the quadratic worst 

case for the searching phase. 

Robin karp algorithm is another well-

known string matching algorithm. Its 

key factor is using of hash function to 

search pattern string (m) in long text 

string (n) if hash value of both string are 

same then it compare again and if hash 

value is not matched then pattern string 

will shift to right which will affect the 

performance of Robin karp 

algorithm[9]. Computing of hash value 

for pattern and long text string is one of 

the main drawbacks of this algorithm. 

2.  RELATED WORK 

Now a days string matching algorithms 

are one of the most studied and 

important field in computer 

science[10]. Recent advances in DNA 

sequencing have necessitated the 

development of highly efficient string 

matching algorithms tailored for 

forensic applications. Traditional 

sequence alignment tools like BLAST 

and BWA are effective but 

computationally intensive when 

applied to large-scale forensic 

datasets,[11] [12].The Brute force 

algorithm is also called Naive algorithm 

[6] and is the simplest algorithm for 

exact string matching. All positions in a 

text from 0 to nm are parsed. Cycle 

through all the chains whether they find 

a pattern or not. The time complexity of 

the brute force algorithm is O (mn) in 

the worst case and is linear in practice 

[13]. KMP exact string matching 

algorithm is derived somehow from 

brute force algorithm. Important factor 

is that it keeps track of previous 

matches found in string against pattern 

until mismatch occur because shifts of 

pattern on sliding text window depends 

on these previous matches[13].Time 

complexity for preprocessing phase is 

O (m) and O (nm) for searching 

phase.BM algorithm improve two 

factors, time taken for execution and 

number of shifts taken in whole process 

of string matching very efficiently. This 

algorithm ranked as most efficient one 

in this field of exact pattern 

matching[14], [15] Main factor of this 

algorithm is that it start from right of the 

pattern string to left and generate bad 

character heuristic. Rabin-Karp 

algorithm uses hash function to find 

pattern[9] .Its best and efficient 

applications are plagiarism detection, 

segment concerning DNA chain. The 

complexity of in worst case is O ((n-m 

+ 1) m) to O (nm + 1)[16]. 

Berry Ravindran algorithm performs 
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shifts by considering the bad-character 

shift for two successive characters to 

the right of the partial text window. The 

analysis phase of Berry Ravindran’s 

algorithm takes O (nm) time. Therefore, 

O (nm) is the worst execution time of 

the BR algorithm. O (n / m + 2) is the 

best execution time of the BR 

algorithm. The exact string matching 

problem is one of the most studied 

problems in computer science [11]. 

Raita  developed an exact pattern 

matching algorithm named as Raita 

[17]. Raita algorithm first compares the 

last pattern's character, then the first and 

finally the middle character with the 

selected text window. If three 

characters are matched, then start 

comparing the other characters of the 

pattern. Raita algorithm performs the 

shifts like the BM Horspool algorithm. 

Raita has the same preprocessing phase 

as Boyer-Moore Horspool Bad 

character function and takes O(m+|Σ|) 

time before searching. O (|Σ|) extra 

space is required to compute 

preprocessing phase as Horpool BM 

algorithm. The principle factor of BM 

algorithms to traverse pattern character 

in long text string from left to right.[14] 

Pattern matching algorithms means to 

pores raw data[15]. Today 

technological development creates 

huge bulk of raw data which needs to be 

processed and fetch information from 

them. Traditional algorithms like Naive 

and KMP are simple but can be 

inefficient or require extra memory. 

Boyer-Moore and Horspool offer better 

performance using heuristic shifts but 

perform poorly with small alphabets 

like DNA. Rabin-Karp is good for 

multiple patterns but suffers from hash 

collisions. The proposed TSLRMC 

algorithm reduces unnecessary 

comparisons by scanning key 

characters, making it faster and more 

efficient for exact DNA pattern 

matching. 

3. PROPOSED SOLUTION 

3.1. Aims And Objectives 

The goal of this research work is to 

study existing exact string-matching 

algorithms and subsequently to design 

an efficient exact string-matching 

algorithm to improve data searching. 

Many exact string-matching algorithms 

focus on the number of character counts 

and running time to find pattern string 

in long text string. Keeping these 

factors in mind the specific objective of 

the study is to propose an algorithm that 

reduces time and the number of 

character counts. Some limitations are 

found in existing string-matching 

algorithm like most basic Not So Naïve, 

Information gained about text for one 

value of shift is entirely ignored in 

considering other value. And in KMP 

algorithm Time wasted because of 

prefix function. Mostly used and well-

known algorithms, Boyer-Moore and 

BM Horspool are less effective when 

applied to binary strings and short 

pattern lengths due to limited shift 

opportunities. Rabin Karp takes more 

time to compare pattern string in long 

text string. 

The proposed algorithm will be used to 

obtain comprehensive simulation 

results for comparison of its 

computational performance with 

existing exact string matching 

algorithms. Proposed algorithm give 

improved running time but somehow 

number of shifts taken for sliding text 
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window are not so good of long pattern 

string. This limitation could be 

overcome in future work. 

3.2. Data sets 

In this study, sequence of DNA is used 

to test and evaluate the results of our 

proposed algorithm (TSLRM) as well 

as to evaluate performance compared 

with other exact string matching 

algorithms. The research presented in 

this dissertation is based on the 

experimental approach for 

understanding exact string matching 

algorithms and its working pattern. The 

static file containing billions of DNA 

sequence string used for testing of 

algorithm and on the same file other 

previously developed algorithms also 

test on the same file as data set. This file 

is prepared by generating paragraphs 

from the NCBI  along with 

synthetically generated nucleotide 

sequences.  Pattern string from this text 

statically collected with varying length 

of 6, 12,18,24,30 and 45. 

4. PROPOSED TEXT SCAN FOR 

LEFT RIGHT AND MIDDLE 

CHARACTER ALGORITHM 

(TSLRMC)  

Text Scan for pattern string First, last 

and middle Characters exact pattern 

matching algorithm compares a given 

pattern from both sides simultaneously. 

It did not require the whole pattern to be 

searched if a mismatch occurs. In case 

if pattern string left character or left and 

rightmost character of pattern string 

does not match then the whole pattern 

could not need to be scanned. If both 

characters are found, then look for the 

middle character at the same time. If it 

matches in text string, then compare the 

remaining pattern string character 

within the selected partial text window. 

If a mismatch occurs, then shift the 

pattern to one index forward. 

TSPLFMC has two cases when 

scanning the pattern last, first and 

middle characters in the text string in 

preprocessing phase or scanning phase. 

Below figure explains general work. 

This algorithm finds pattern left and 

right character then selects that string as 

a partial text window which is also 

known as a sliding text window. This 

algorithm also starts from left to right. 

Like other algorithms the proposed 

algorithm also start working from left to 

right. First step is to scan left character 

of pattern P [0, 1 . . . M-1] in text string 

T [0, 1. . . . N-1]. If the character is 

found in the string, then an important 

step that improves the efficiency of the 

proposed algorithm is search pattern M-

1 character in text string at (m-1) from 

the character where the pattern left 

character found if right character not 

found then left found character shift one 

step next in a text string. if the string has 

this character and this character must be 

the same distance from found left 

character of pattern in a string as the 

length of the pattern then move sliding 

text window where left character found 

and right charter at pattern length. The 

below figure shows this process. 

These cases are occurred in scanning of 

pattern string in text string. If first P[0] 

is not found in the T[i+1…n-1.] if P[0] 

found at T[i+1…n-1] but P[m-1] not 

found at T[i’’], and  
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Figure 2: general working of sampling based algorithm 

 

Figure 3 selection of sliding text window 

P[0]  found at T[i’] and P[m-1] = 

T[i’’] but P[m/2] ≠ T[i’’’]. In this case, 

TSPLRMC continues scanning for the 

appropriate text window. If fail to find 

an appropriate window then takes a 

maximum shift and not only the 

scanning in the T[i+1…n-1] but also 

searching of P in T is also completed. 

Scanning phase search T[7…24] and 

did not find P[6] at any location as a 

result searching of pattern P in the Text 

T is completed and TSPLRMC is 
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exited.  

The 2nd possibility in Figure 3.2; 

describes that when a mismatch occurs 

between P[4] and T[4] then the 

scanning phase called. Scanning phase 

found P[6] at T[13] but P[0] not found 

at T[7]. TSPLFMC continues scanning 

the text string until a combination of 

P[m-1], P[0]and P[m/2] found at T[i’], 

T[i’’] and T[i’’’] or scanning text string 

for pattern last, first and middle 

characters completed. 

Third possibility when describe in 

Figure 5.2; that P[6] = T[13] and P[0] 

= T[7] but P[3] ≠ T[10] in this cases it 

continues scanning until a text window 

is found who’s last, first and middle 

character are equal to pattern first, last 

and middle characters. 

The new text window in the text 

string is only selected when P[m-1] = 

T[i’], P[0]=T[i’’] and P[m/2] = 

T[i’’’]. Preprocessing (Scanning) phase 

looks for P[0] at T[i’’] only when P[m-

1] = T[i’] and when P[0] = T[i’] and 

P[m-1] = T[i’’] then look for P[m/2] at 

T[i’’’] otherwise continue scanning text 

for P[m-1].   

4.1. TSLRMC Algorithm Pseudo 

Below complete pseudo code of 

proposed algorithm including finding 

of partial text window and searching of 

pattern string in selected PTW is 

described. 

SearchingPat (T, P) 

N length (T) 

M length (P) 

For i    0 to length (N-

M+1) 

If T[i]==P[0] and T[i+M-

1]==P[M-1] and T[i+M/2]==P[M/2] 

 k=1 

 j=1 

 t=1 

 While j < t +M-1: 

      If T[j] ≠ p[k] 

  Exit from loop 

      J+=1 

      k+=1 

     m+=1 

If m = M 

The static file containing billions of 

English words used for testing of 

algorithm and on the same file other 

previously developed algorithms also 

test on the same file as data set. Text 

analysis of the characters on the left, 

right and middle of a real string 

algorithm compares the string to a 

given pattern simultaneously on each 

page. It was not necessary to examine 

the general trend of the imbalance. In 

case if pattern string left character or 

left and rightmost character of pattern 

string does not match then the whole 

pattern has no need to be scanned. If 

both characters are found, then look for 

the middle character at the same time. If 

it is matched in text string, then 

compare the remaining pattern string 

character within the selected partial text 

window. If a mismatch occurs, then 

shift the pattern to one index forward. 

5. EXPERIMENTAL ANALYSIS 

 

Like other algorithms the proposed 

algorithm also starts working from left 

to right. First step is to scan the left 

character of the pattern P [0, 1 . . . M-1] 

in long text string T [0, 1. . . . N-1]. If 

the character found in the string, then an 

important step that improves the 

efficiency of the proposed algorithm is 
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to search for pattern M-1 character in 

text string at (m-1) from the character 

where pattern left character found in 

text string. If the right character does 

not find, then left found character shift 

one index next in that text string. If the 

string has this character and this 

character must be the same distance 

from found left character of pattern in a 

string as the length of the pattern, then 

move sliding text window where left 

and right charter of pattern find these 

characters. Then at the same time find 

middle character. If these conditions 

matched the proposed algorithm 

traversed in that partial text window to 

find complete sequence. 

TSLRMC exact string matching 

algorithm takes remarkably less time to 

compare pattern string P in long text 

string. Below table show statistical 

calculation of proposed TSLRM 

algorithm and some important and well 

known algorithms used as base to the 

field of exact string matching 

algorithm. 

 A text string of length ten 

million (10,000,000) characters is 

selected for the experiment of different 

exact pattern matching algorithms. 

Same text file tested on different length 

of pattern like 6, 12,18,24,30 and 45. 

The experiments calculate the total time 

or simply running time to find 

characters all the existences of pattern 

P in text T. 

 

 

Table 1: Running time base comparison of TSLRMC algorithm with other exact 

string matching algorithms for different length of pattern string 
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This table shows clearly proposed 

algorithm improves running time 

effectively. Below chart represent 

graphical calculation and describes 

different behaviors for different length 

of pattern strings. 

This chapter presents experiments and 

results of the research work and 

TSLRMC exact string matching 

algorithms with existing pattern 

matching algorithms as Naivee, Not So 

Naive, BM, BM Horspool, KMP and 

BM. Text Scan for  

Pattern left, right and middle characters 

is compared using character compared 

base and running in seconds. 

Comparisons with existing algorithms 

in different sections and the results are 

shown by using tables and graphs. 

Clearly above results show studied 

novel algorithms improved the results 

than existing algorithms and these are 

the algorithms taken as base for these 

research area and BM is considered as 

most used and important algorithm. 

Average running time for TSLRMC is 

4.860881 whereas for Notsonaive, 

Naive, Boyer Moore, BM Horspool, 

Robin Karp and KMP is  23.07797, 

8.446011, 7.433451, 7.266468, 

21.43852, 7.506574. 

 

 
Figure 4: Running time base comparison of TSLRMC algorithm with some of the 

most well-known exact string matching algorithm for different length of pattern 

string 
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Figure 5: Average running time of proposed TSPLRMC algorithm compared with 

other exact string matching algorithms

 

As in Figure 4 shows that TSLRMC 

exact string matching algorithm takes 

less time to compare pattern string in 

long text string than the all other 

discussed algorithm. 

 

6. CONCLUSION 

 

The proposed TSLRMC algorithm 

holds strong potential for real-world 

applications, particularly in forensic 

STR profiling, where rapid and 

accurate identification of short tandem 

repeats in DNA sequences is crucial for 

criminal investigations, paternity 

testing, and identity verification. Its 

efficient pattern-matching approach 

makes it well-suited for integration into 

forensic DNA analysis pipelines that 

handle large-scale genomic databases. 

Study shows TSLRMC exact string-

matching algorithm used three pointers 

simultaneously to generate sliding text 

window of pattern P[0…m-1] with the 

text T[i-m…i]. TSLRMC exact pattern 

matching algorithm scans pattern last, 

first and middle characters in the text to 

select PTW. If left, right and middle 

characters are found at appropriate 

position in the text string then pattern is 

aligned with them, and new text 

window is selected which is PTW for 

remaining string of pattern. Otherwise 

continue scanning text for pattern left, 

right and middle characters. The time-

complexity is O (n-m) in the worst case, 

O (km) in the average case and O (1) in 

the best case.  

Text characters are consisting of 

billions of static English alphabets. 

Pattern characters are also static 

sentences collected from same text 

string. Experiments were conducted on 

the file size of 10 million characters 

with different pattern sizes (6, 12, 18, 

23.07797

8.446011

7.433451
7.266468

21.43852

7.506574

4.860881

Average running time

Notsonaiv Naive BM Horspool Robin Karp KMP TSPLRMC
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24, 30, and 45). Experimental results 

show that TSLRMC exact string-

matching algorithms are quite efficient 

than the existing algorithms 

For future work, TSLRMC could be 

extended with multithreading 

capabilities to improve runtime 

performance on large datasets further. 

Additionally, we aim to optimize the 

algorithm for binary string inputs and 

explore its adaptableness for 

approximate string matching scenarios, 

which are common in noisy or error-

prone DNA sequencing data. 
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